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Preface

This book offers a survey of the theoretical description of and experimental evidence for micro- and nanostructures in biological systems. The book is novel in the sense that biophysical methods are used to describe and manipulate clinically relevant problems which have hitherto been largely described as purely biochemical phenomena.

In the theoretical description, a unifying approach is used starting from the single-particle energy, deriving the free energy of the system and finally determining the equilibrium state by minimizing the system free energy. This approach is basic, transparent and simple so that different systems and interactions can be considered. The method is then applied in describing different electric and elastic phenomena in biological and lipid nanostructures.

Orientational ordering of anisotropic system constituents is found to be an essential mechanism of stabilization of the system configuration in ionic solutions and biological membrane structures. Further, in models based on lattice statistics, a method considering the Boltzmann probability of energy averaged over rotational states is introduced as an improvement over the free energy minimization method.

Experimental evidence for theoretically predicted membranous nanostructures and mediated attractive interactions between these structures is presented. Possible applications in medicine, toxicology and nanotechnology are given, such as the use of the results and methods in the clinically relevant problem of blood clot formation or the fabrication of nanostructured biocompatible implant surfaces.

The book consists of eighteen chapters devoted to the biophysics and biology of biological micro- and nanostructures. Chapter 1 gives a brief review of the basic statistical thermodynamic principles and
equations which are then used throughout the book in theoretical
description of biological micro- and nanostructures, which are
composed of a large number of constituents. The chapter starts with
a short survey of the physics involved where some basic definitions
of the physical quantities relevant in theoretical consideration of
biological systems, like field and potential, are also given. Chapter 2
briefly describes the basic properties of lipid bilayers and biological
membranes. Chapter 3 describes lipid vesicles as experimental
tools. Different types of lipid vesicles can be used and their
preparation and the interpretation of the results is presented.
Among the most recent applications of lipid vesicles in scientific
studies is their use in the field of nanobiology and nanotoxicology
where interactions between nanoparticles and biological systems
are investigated. Understanding nanoparticle-induced defects in
biological membranes is among the major challenges of bio-nano-
related fields of research. In Chapter 4 some basic microscopic
techniques for studying the structure and properties of vesicles
ranging from direct visualisation (optical or electron microscopy)
or scattering techniques (light scattering, LS; small-angle neutron
scattering, SANS; small-angle X-ray scattering, SAXS) to polarisation
light microscopy; freeze fracture transmission electron microscopy,
FF-TEM; and atomic force microscopy. The selection of methods
depends on the aim of the study. These methods give information
about the morphological features of vesicles and the structural
characteristics of lipid bilayers.

In the continuum approach, biological surfaces (e.g., membrane
surfaces) may be in the first approximation considered as smooth
surfaces that can be theoretically described using the mathematical
type of differential geometry, as shown very briefly in Chapter 5
of the book. Further Chapter 6 describes the polymorphism of lipid
nanostructures, including lipid nanotubes, and introduces the con-
cept of anisotropic intrinsic shapes of lipid molecules. Chapter 7 is
dedicated to the physics of lipid micro- and nano structures, starting
with the concept of the single-lipid molecule energy. Applying the
methods of statistical physics, the free energy of a lipid monolayer
and bilayer is derived, taking into account the anisotropic shape of
lipid molecules. The lipid monolayer and bilayer deviatoric bending
energy due to average orientational ordering of lipid molecules
is discussed. The influence of lipid anisotropy on the stability of planar, inverted spherical and inverted cylindrical lipid monolayer nanostructures and lipid bilayer nanotubes is presented in detail. At the end of the chapter the shape equation for closed lipid bilayer vesicles is derived and solved in order to describe theoretically the experimentally observed budding transitions of phospholipid vesicles. Chapter 8 gives a derivation of the energy of a single flexible membrane nanodomain. Flexible membrane nanodomains are defined as small complexes composed of proteins and lipids. The so-called membrane raft elements of biological membranes may fall into this category. Membrane nanodomains (inclusions) may also be induced by a single rigid globular membrane protein. Some membrane embedded peptides may induce such nanodomains.

Formation of tubular membrane bilayer structures (nanotubes) is a common phenomenon in both artificial lipid membranes and cellular systems. In Chapter 9 the formation and stability of tubular membrane structures is considered experimentally and theoretically. In Chapter 10 the physical mechanisms of the formation and stabilization of highly curved spherical membrane buds are experimentally and theoretically considered, with special emphasis on the stability of the narrow neck connecting the budding vesicle to the parent membrane. Chapter 11 is dedicated to fusion of a vesicle with the target plasma membrane. Experimental results, along with a theoretical model, are presented to provide a new interpretation of repetitive, transient fusion neck events with narrow neck diameters stabilized by anisotropic membrane components. As the suggested fusion neck stabilization mechanism is nonspecific and as there is no a priori reason why the membrane constituents should be in general isotropic, it could be expected to take place in any cell type. In Chapter 12 we discuss the influence of the intrinsic shape of membrane-attached nanoparticles on the elastic properties of bilayer membranes.

Chapter 13 is devoted to the electrostatic properties of biological systems. It starts with the definition of electrostatic energy and derivation of the configurational entropic part of the free energy of a system composed of finite-sized ions. Then a functional density theory of the electric double layer (EDL) which assumes constant dielectric permittivity is used to derive the standard Poisson-
Boltzmann (PB) equation and the modified PB, i.e., the Bikerman equation. Most models describing the EDL assume constant dielectric permittivity throughout the system. But actually, close to the charged surface, the water dipoles are oriented thus leading to a varying dielectric permittivity. Therefore in this chapter we derive the Langevin Poisson–Boltzmann (LPB) equation for point-like ions, where the orientational ordering of water molecules is taken into account. In order to develop an integrating framework to clarify the factors influencing the relative permittivity, the LPB model within the generalized Langevin–Bikerman model is upgraded to take into account the cavity field as well as the finite size of the molecules.

Subsequently, in Chapter 14 the attraction between like-charged biological surfaces, mediated by spherical macroions are described theoretically and illustrated by different examples observed experimentally, such as the attraction between a negatively charged nanostructured surface and osteoblasts. Chapter 15 briefly describes simulations of the encapsulation of spherical macroions, while in Chapter 16 the electrostatics and mechanics of hydrophilic pores in biological membranes is given. Chapter 17 is dedicated to the role of membranous nanostructures as in cell-to-cell transport mechanisms, where the recently discovered nanotube-mediated mechanism of cell-to-cell communication is described. Chapter 18 presents the liquid crystal mosaic model of the biological membrane as a result of the above generalizations. A pool of membranous nanostructures is biologically important; some clinically relevant mechanisms involving this pool are presented and possible manipulation of these mechanisms in medicine is suggested.
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Chapter 1

Description of Systems Composed of a Large Number of Constituents

1.1 Short Survey of the Relevant Physics

1.1.1 Field and Potential

A scalar field associates a numerical (scalar) value called magnitude to every point of the system (space), while a vector field is a quantity to which at every point of the system, a magnitude and direction are assigned. Examples of scalar fields are temperature, concentration, pressure, and density; examples of vector fields are force and velocity.

A scalar field \( q \) may be a source of a vector field \( \mathbf{P} \):

\[
\nabla \cdot \mathbf{P} = q ,
\]

where nabla (\( \nabla \)) is an operator which in Cartesian coordinates \((x, y, z)\), is written as

\[
\nabla = \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z} \right).
\]

If we act with the operator \( \nabla \) on a field, we are describing changes of this field in space. Symbols \( \partial/\partial x \), \( \partial/\partial y \) and \( \partial/\partial z \) denote partial derivatives with respect to a chosen Cartesian coordinate.
Figure 1.1  Schematic figure of a source of a vector field (a) and a vortex of the vector field (b).

The quantity $\nabla \cdot \mathbf{P}$ is called the divergence of the vector field $\mathbf{P}$, which expresses to what extent an infinitesimal region of space acts as a source or a sink of the vector field. If the divergence of the vector field at some point in space is nonzero, then there is a source of this field (for $q > 0$) or a sink of the field (for $q < 0$).

The vector product of the operator $\nabla$ and the vector field $\mathbf{P}$, which is called a rotor (or curl) of the field ($\nabla \times \mathbf{P}$), describes a vortex of the field. The source and the vortex of the field are schematically represented in Figs. 1.1A and 1.1B, while Fig. 1.2 shows a vector field without sources, sinks and vortices.

Figure 1.2  Schematic figure of a vector field without sources, sinks and vortices.
If the vector field $\mathbf{P}$ lacks vortices,

$$\nabla \times \mathbf{P} = 0,$$

there exists a scalar function $\phi$ named scalar potential such that

$$\mathbf{P} = \pm \nabla \phi.$$

The expression $\nabla \phi = (\partial \phi/\partial x, \partial \phi/\partial y, \partial \phi/\partial z)$ is called the gradient of the potential. The gradient of the potential is a vector which tells us how the potential (and thus the field) changes in space. The sign is chosen according to the interpretation of the effect of the field.

If there are no static sources or sinks of the vector field, that is, its divergence is equal to 0,

$$\nabla \cdot \mathbf{P} = 0,$$

there exists a vector $\mathbf{A}$ named vector potential such that

$$\mathbf{P} = \nabla \times \mathbf{A}.$$

An advantage of introducing potentials is the use of standard mathematical tools and simplification of equations.

1.1.2 Description of Events

Within the framework of a physical description, the same physical laws are valid throughout the entire universe on small- and large scales at low- and high energies. It turns out that under different conditions some effects can prevail so that others can be neglected: we use simplifications and approximations.

In classical mechanics, we introduce a point-like particle to which we ascribe at a given time $t$, a precisely determined position given by position vector $\mathbf{r}$ from the origin of the coordinate system to the particular point $\mathbf{r}$ (Fig. 1.3) and velocity $\mathbf{v}$, which is small with respect to the speed of light $c = 3 \cdot 10^8$ m/s. Space is three dimensional, flat and independent of time, while matter and radiation are considered as separate quantities. The laws of classical mechanics are used in description of macroscopic systems.

The microscopic world is described by the laws of quantum mechanics. Within quantum mechanics, we use a dual description: matter and radiation can be described both as particles or as
waves. Within quantum mechanics, a system can attain only discrete energies. We say that energy is quantized.

At large velocities, we use the special theory of relativity in which space and time are connected into a four-dimensional vector space-time. An event is given by the four component vector,

$$\mathbf{r} = (x, y, z, ct).$$ (1.7)

Within classical mechanics and the special theory of relativity, space-time is flat (Fig. 1.4A). The general theory of relativity considers that the presence of mass causes curving of space-time. Greater mass causes stronger curving while the effect is stronger closer to the mass. Figure 1.4B schematically shows curving of two-dimensional space due to the presence of mass.

The string theory is a modern physical theory which connects quantum mechanics and the theory of relativity. The world is described as composed of small strings which oscillate in different ways and thereby, form different constituents of the system.

1.1.2.1 Classical mechanics and electrodynamics

Physical description within classical physics is based on description of the properties of a point-like body, that is, a body with no dimensions. This is a useful approximation for the elements of a
system for which the size, shape, and structure are irrelevant in the context considered. The relevant properties of a point-like body are its mass $m$ and electric charge $e$.

In classical mechanics, the motion of a point-like body is described by a position vector $\mathbf{r}$, velocity $\mathbf{v}$, force $\mathbf{F}$ acting on the point-like body with mass $m$, momentum $\mathbf{p} = m\mathbf{v}$, angular momentum $\mathbf{\Gamma} = m\mathbf{v} \times \mathbf{r}$, and energy $W$, which is divided into kinetic energy $W_k$ and potential energy $W_p$. The kinetic energy of a point-like body with mass $m$ moving with velocity $\mathbf{v}$ is

$$W_k = \frac{1}{2}mv^2,$$

where $v$ is the magnitude of the vector $\mathbf{v}$. Kinetic energy is also the stock of work which the body can perform due to its motion, while potential energy is the stock of work which the body can perform due to its position, or due to the mutual positions of its constituents.

Movement of a point-like body with mass $m$ within classical mechanics is described by the three laws of Newton.\(^a\) Newton's first law states that if no net force is acting on a point-like body, the body is at rest or moves with an uniform velocity which defines the inertial frame. The second law gives the relation between the net force acting on the point-like body $\mathbf{F}$ and its momentum $\mathbf{p}$,

$$\mathbf{F} = \frac{d\mathbf{p}}{dt}.$$ 

\(^a\)Isaac Newton, 1642–1727.
Newton's third law for two point-like bodies expresses the connection between action and reaction: if body 2 acts on body 1 with force $\mathbf{F}_{1,2}$, then body 1 acts on body 2 with an oppositely directed force of the same magnitude $\mathbf{F}_{2,1}$,

$$\mathbf{F}_{1,2} + \mathbf{F}_{2,1} = 0. \quad (1.10)$$

If the point-like body with mass, $m$ carries an electric charge, $e$, the force in the electromagnetic field acting on the body is

$$\mathbf{F} = e (\mathbf{E} + \mathbf{v} \times \mathbf{B}), \quad (1.11)$$

where $\mathbf{E}$ is the electric field strength and $\mathbf{B}$ is the magnetic flux density. The connection between the electric and the magnetic field is given by Maxwell\(^a\) equations. The equation

$$\nabla \cdot \mathbf{D} = \rho_{\text{el}}, \quad (1.12)$$

where $\mathbf{D}$ is the electric displacement vector, expresses the fact that charges create an electric field; remember that the divergence of the field describes sources and sinks of the field. The quantity $\rho_{\text{el}} = \lim_{\Delta V \to 0} (\Delta e/\Delta V)$ is the volume density of charge where $\Delta e$ is the charge which is present in a small volume $\Delta V$.

It follows from the equation

$$\nabla \times \mathbf{H} = \mathbf{j}_{\text{el}} + \frac{\partial \mathbf{D}}{\partial t}, \quad (1.13)$$

that the magnetic field may be created by electric currents (movement of charges) or an electric field which changes with time. Here, $\mathbf{H}$ is the magnetic field strength and $\mathbf{j}_{\text{el}}$, the density of the electric current given by

$$\mathbf{j}_{\text{el}} = \frac{dI}{dS} \mathbf{n}, \quad (1.14)$$

where $dS$ is the cross-sectional area carrying an infinitesimal electric current $dI$ and $\mathbf{n}$ is unit vector in the direction of the current.

The equation

$$\nabla \cdot \mathbf{B} = 0, \quad (1.15)$$

where $\mathbf{B}$ is the magnetic flux density, expresses the fact that there are no monopole sources or sinks of the magnetic field. This statement

\(^a\)James Clerk Maxwell, 1831–1879.
is based on the experimental fact that isolated magnetic monopoles have never been found.

The equation

\[ \nabla \times \mathbf{E} = -\frac{\partial \mathbf{B}}{\partial t} , \]  

(1.16)

expresses that in a region with a time-dependent magnetic field an electric field is created.

In free space, \( \mathbf{B} = \mu_0 \mathbf{H} \) and \( \mathbf{D} = \varepsilon_0 \mathbf{E} \), where, \( \mu_0 = 4\pi \cdot 10^{-7} \) Vs/Am is the permeability of free space and \( \varepsilon_0 = 8.9 \cdot 10^{-12} \) As/Vm is the permittivity of free space.

Since a magnetic field has no monopole sources or sinks (Eq. 1.15), according to the conditions Eq. 1.5 and Eq. 1.6, we introduce a vector potential \( \mathbf{A} \),

\[ \mathbf{B} = \nabla \times \mathbf{A} , \]  

(1.17)

such that Eq. 1.16 becomes

\[ \nabla \times \left( \mathbf{E} + \frac{\partial \mathbf{A}}{\partial t} \right) = 0 . \]  

(1.18)

The expression in parentheses is a field with no vortices, so we can introduce a scalar potential \( \phi \) as follows:

\[ \mathbf{E} + \frac{\partial \mathbf{A}}{\partial t} = -\nabla \phi . \]  

(1.19)

From the Maxwell equations follows the wave equations for \( \mathbf{E} \) and \( \mathbf{B} \)—from which it is evident that electromagnetic waves exist and spread in directions perpendicular to the electric field and to the magnetic field, with a constant velocity—the velocity of light \( c \), so that \( c = 1/\sqrt{\varepsilon_0 \mu_0} \).

The laws of classical electrodynamics are supplemented by the continuity equation expressing the conservation of charge within a given volume

\[ \frac{\partial \rho_{el}}{\partial t} + \nabla \cdot \mathbf{j}_{el} = 0 \]  

(1.20)

1.1.2.2 Quantum mechanics

The description of a particle by position, velocity, and energy within classical mechanics is based on simple experiments involving
macroscopic bodies from everyday experience. Since microscopic particles (e.g., electrons) in some respects behave similar to macroscopic particles (bodies), attempts have been made to use such a description for microscopic particles as well. However, the similarity between macroscopic and microscopic particles is limited, which is reflected in the fact that the validity of the classical mechanical description of microscopic particles is also limited. It turns out that for microscopic particles the position and velocity can simultaneously be determined only within certain limits given by the Heisenberg\(^a\) uncertainty principle. For a particle moving in the direction of the $x$-axis with velocity $v_x$ (momentum $mv_x$), the uncertainty principle gives

$$
\Delta x \Delta p_x \geq h,
$$

(1.21)

where, $\Delta x$ is the uncertainty in the particle's position, $\Delta p_x$ is the uncertainty in the component of momentum and $h = 6.6 \cdot 10^{-34}$ Js is Planck\(^b\) constant, which is characteristic of quantum mechanics.

Since the laws of classical mechanics could not satisfactorily describe the results of some experiments (e.g., interference experiments with electrons, the photo-effect and the characteristic peaks in the spectra of X-rays), a theory has been developed in which two important new concepts were introduced—quantization of energy and the dual nature of the particle-wave. Two equivalent formulations of quantum mechanics were developed almost simultaneously:

\(^a\)Werner Heisenberg, 1901–1976.

\(^b\)Max Planck, 1858–1947.
the matrix formulation (Heisenberg, Born, Jordan) and the wave formulation (Schrödinger). Here, we shortly describe some of the basics of the Schrödinger formulation of quantum mechanics, necessary for understanding the principles of statistical mechanics which are used in this book.

To describe material particles within quantum mechanics, we introduce the wave function \( \Psi(r, t) \), so that the probability of a particle existing in the region with infinitesimal volume \( dV \) is

\[
P(r, t) \, dV = |\Psi(r, t)|^2 \, dV
\]  

(1.22)

The quantity \( P(r, t) \) is called the probability density and is an observable quantity.

In quantum mechanics, we use the principle of correspondence, which means that the variables which are used in classical mechanics, the position vector \( r \), momentum \( p \), angular momentum \( \mathbf{L} \), kinetic energy \( W_k \), potential energy \( W_p \), and total energy which is described by the Hamilton function \( \mathcal{H} \) (Hamiltonian), are assigned the corresponding operators. The momentum corresponds to the operator \( (\hbar/\imath) \nabla \), kinetic energy corresponds to the operator \(-(\hbar^2/2m) \nabla^2 \), total energy corresponds to the operator \( \imath \hbar \partial /\partial t \), where \( \hbar = \hbar/2\pi \). The operators, corresponding to the energy which is used in classical mechanics (sum of the kinetic and potential energies),

\[
W_k + W_p(r) = \mathcal{H},
\]  

(1.23)

are applied to the wave function. The equation is rearranged to obtain the Schrödinger equation; that is, the differential equation for the wave function \( \Psi \),

\[
-\frac{\hbar^2}{2m} \nabla^2 \Psi[r] + W_p(r) \Psi[r] = i \hbar \frac{\partial \Psi[r]}{\partial t}.
\]  

(1.24)

In the case where the potential energy is independent of time, the solution of Eq. 1.24 can be written as the product of two functions, one of which depends solely on position, while the other on time:

\[
\Psi[r, t] = \psi[r] \exp \left( -\frac{i E t}{\hbar} \right),
\]  

(1.25)

---

\[a\] Max Born, 1882–1970.


\[c\] Erwin Schrödinger, 1887–1961.

\[d\] William Rowan Hamilton, 1805–1865.
where $\psi(r)$ is the solution of the time-independent Schrödinger equation

$$\frac{\hbar^2}{2m} \nabla^2 \psi(r) + W_p(r)\psi(r) = E\psi(r). \quad (1.26)$$

The time-independent Schrödinger equation describes the problem of eigenvalues since the operation yields the wave function as a solution. Equation 1.26 can be written by the operator of the total energy $\hat{\mathcal{H}}$,

$$\hat{\mathcal{H}}\psi(r) = E\psi, \quad (1.27)$$

where

$$\hat{\mathcal{H}} = \frac{\hbar^2}{2m} \nabla^2 + W_p(r). \quad (1.28)$$

Solutions of Eq. 1.27 are eigenfunctions $\psi(r)$, which correspond to particular energies $E$ with discrete values. We call them the eigenenergies of the system. Different eigenfunctions in the atom correspond to different probability densities (Fig. 1.6) and different eigenenergies. We say that the energy of the particles is quantized. Photon emission or absorption can be observed by spectroscopy, in which the spectral wavelengths are a direct measure of the discrete energies of the particle, that is, the differences between them.

An orbital is the region within which the particle exists with high (>95 %) probability. Orbitals determine the shape of more or less stable complexes which are formed from atoms. These complexes are called molecules.

In the description of biological systems composed of a large number of microscopic particles, the methods of statistical physics are used which are based on the energies of particles obtained within a quantum mechanical approach. Therefore in the theoretical description of biological systems, the application of the methods of quantum mechanics cannot be avoided.
1.2 Systems Composed of a Large Number of Constituents

Our everyday experience concerns systems composed of a very large number of constituents (order of magnitude $10^{20}$ or more). To describe such a system by means of classical mechanics, we would have to write down Newton's laws of motion for every individual constituent. Due to the large number of constituents, this is practically impossible.

If we are describing the macroscopically observable properties of systems containing large numbers of particles by a small set of relevant variables, we say that we are describing the system within *classical thermodynamics*. In order to study the physical properties of the *thermodynamic system*, we should first define the system and the surroundings and describe the relations between their elements. Within classical thermodynamics, it is important that we deduce the facts and the properties which enable us to predict the future behaviour of the system. The properties of the system are given by thermodynamic variables and functions of state of the system, while the facts are expressed by the laws which connect these variables and functions of state. Thermodynamic variables include, for example, temperature, volume, and concentration, while functions of state include, for example, internal energy, enthalpy, entropy, and free energy. The contents of the laws of classical thermodynamics refer to transformations of energy and determination of the equilibrium state of the system. A deeper understanding of the underlying reasons is not possible in such a description. If we want to achieve a deeper understanding, we should consider the features of a system on the microscopic level.

1.2.1 *Classical Thermodynamics*

We first describe some special functions which are used within classical thermodynamics. A system is an entity separated from its surroundings, where everything that is not the system is defined as the surroundings of the system. The state of the system is defined by the set of all the macroscopic properties connected with the system. The equilibrium state of the system is the state in which there are
no changes of macroscopic properties with time. The system and the surroundings are separated by a boundary which can isolate the system from the surroundings, or it can allow the exchange of energy and matter between them. If matter can migrate between the system and the surroundings, the system is considered to be open, while it is considered to be closed if such transport is not allowed.

In describing the system within the laws of classical thermodynamics, we are interested in the energy which is connected to the inner state of matter. This energy is called the internal energy \( W_n \). Within quantum mechanics, we say that the internal energy derives from the eigenenergies of the system, while within classical mechanics the internal energy derives from the potential and kinetic energy of the system constituents.

Energy is transported across the boundaries of the system by means of work \( A \) and heat \( Q \). Heat is connected to the change of the internal energy of the system due to the temperature difference between the system and the surroundings. Work is connected to the change in the internal energy of the system due to other thermodynamic variables.

The change in the internal energy of the system due to transport of energy across its boundaries is expressed by the first law of thermodynamics:

\[
dW_n = dA + dQ, \tag{1.29}
\]

where \( dA \) is a small amount of work which was performed upon the system (\( dA > 0 \)) or by the system (\( dA < 0 \)), and \( dQ \) is a small amount of heat which was transported from the surroundings (\( dQ > 0 \)) or to the surroundings (\( dQ < 0 \)). The internal energy is changed by \( dW_n \). The first law of thermodynamics also expresses the fact that the total energy of the system and the surroundings is conserved and it is therefore, a conservation law. Further, in the case of an isolated system which performs or receives no work, the internal energy of the system is conserved.

Mechanical work is expressed as

\[
dA = F \cdot dr, \tag{1.30}
\]

where \( F \) is the force and \( dr \) is the displacement vector (Fig. 1.3). The work which is a consequence of the change of the volume of the system (\( dV \)) is given by,

\[
dA = -p \, dV, \tag{1.31}
\]
where \( p \) is the pressure within the system. The volume of the system is diminished if it is squeezed. We say that if the system undergoes a decrease in the volume \((dV < 0)\), it accepts work. We can take the standpoint that the work received by the system is positive \((dA > 0)\). Work is negative if the system expands \((dA < 0, \text{ if } dV > 0)\). We say that, in this case the system performs work. According to such a choice of interpretation, we chose in Eq. 1.31 above a minus sign.

If two thermodynamic systems are connected so that energy can cross the boundary, we say that the systems are in thermodynamic equilibrium if there is no transfer of energy across the boundary. We also say that such systems have the same temperature. Once transferred to the system and becoming the internal energy, work and heat cannot be distinguished by the first law of thermodynamics.

Namely, the internal energy can be understood as composed of the potential and kinetic energies of its constituents. Nevertheless, work differs from heat. Experience indicates that all work can be transformed into heat, while it is not possible to transform all heat to work without changing the state of the surroundings. Among the processes which are allowed by the first law of thermodynamics, only some of them will actually take place. If two bodies with different temperatures are brought into contact, heat is transferred from the body with higher temperature to the body with lower temperature. Salt dissociates in water, but the reverse process is possible only if the system is acted upon from the outside. The displacement in the oscillations of a pendulum become smaller with time while the mechanical energy of the oscillations is transformed into heat. The above processes are spontaneous and proceed in a definite direction, while the probability of their proceeding in the opposite direction is very small. Such processes are called irreversible processes.

A process is irreversible if the system and the surroundings cannot be returned to the original state. All real processes are irreversible.

A reversible process is an idealization; the process can take place in the reverse direction by passing through the same sequence of equilibrium states. In reversible processes the system and the surroundings can be returned to the original state.
Processes which are so slow that they can be reversed at any time by performing an infinitesimal change in the surroundings can be considered as reversible. The infinitesimal change moves the system from one equilibrium state of the system to another one.

A function called entropy $S$ in introduced and is the subject of the second law of thermodynamics,

$$\text{d}S \geq \frac{dQ}{T}. \tag{1.32}$$

The equality in Eq. 1.32 holds for reversible processes, while the inequality holds for irreversible processes. The origin of entropy is

$$S(T = 0) = k \ln \Omega(E_0), \tag{1.33}$$

where $\Omega(E_0)$ is the degeneration of the lowest energy state with energy $E_0$ expressing how many states of the system correspond to the lowest energy. The origin of entropy is the subject to the third law of thermodynamics: the entropy of a system with a non-degenerate ground state at $T = 0$ is equal to 0.

While seeking for the equilibrium state of a system it is convenient to know some function which describes the system at the given conditions and at equilibrium attains an extreme value. Functions which in the equilibrium state attain an extreme value are called thermodynamic potentials.

Entropy $S$ is a thermodynamic potential of an isolated system. This means that in the equilibrium state of the isolated system entropy attains its maximum. If the system is thermally isolated ($dQ = 0$), it follows from the second law of thermodynamics (Eq. 1.32) that

$$\text{d}S \geq 0. \tag{1.34}$$

The entropy of an isolated system increases until the system reaches the equilibrium state where the entropy attains its maximal value.

Therefore, in a reversible process, the change of the entropy of the system is equal to the negative change of entropy of the surroundings, while the total entropy of the system and the surroundings remains unchanged. In an irreversible process, entropy determines the direction of the development of the system. Entropy plays an important role whenever certain processes are not allowed.
In the description of a system which is not thermally isolated, but is kept at constant temperature and at constant volume, an appropriate thermodynamic potential is the free energy $F$, where

$$F = W_n - T S. \quad (1.35)$$

The infinitesimal change in the free energy is

$$dF = dW_n - T dS - S dT. \quad (1.36)$$

Considering Eqs. 1.29, 1.32, and 1.36 yields

$$dF \leq dA - S dT. \quad (1.37)$$

In this expression equality corresponds to reversible changes.

Let us limit our description to changes in which the work exchanged between the system and the surroundings originates solely from the change of volume of the system,

$$dA = -p \, dV. \quad (1.38)$$

In this case, it follows from Eqs. 1.29 and 1.32 that

$$dW_n \leq -p dV + T dS. \quad (1.39)$$

while it follows from Eqs. 1.37 and 1.39 that

$$dF \leq -p dV - S dT. \quad (1.40)$$

If the temperature and the volume are kept constant ($dT = 0$, $dV = 0$), it follows that

$$dF \leq 0. \quad (1.41)$$

At constant temperature and volume, the free energy of the system decreases until the system reaches the equilibrium state. There, the free energy attains its extreme (minimal) value. It can be seen that the free energy is an appropriate thermodynamic potential for systems at constant temperature and volume.

In describing a system which is not thermally isolated, but is kept at constant temperature and pressure, we introduce a function of state called enthalpy, $H$, where

$$H = W_n + p V. \quad (1.42)$$

The thermodynamic potential, which is appropriate for description of a system at constant temperature and constant pressure, is the free enthalpy $G$,

$$G = H - T S = W_n + p V - T S. \quad (1.43)$$
Limiting ourselves to systems in which the only type of work exchanged with the surroundings is work due to the change of volume, the infinitesimal change in the free enthalpy is

\[ dG = -pdV + dQ + p \, dV + V \, dp - T \, dS - S \, dT. \]  \hspace{1cm} (1.44)

Considering Eq. 1.32 gives

\[ dG \leq V \, dp - S \, dT. \]  \hspace{1cm} (1.45)

In this expression equality corresponds to reversible changes. If the change is performed at constant temperature and constant pressure (\(dT = 0\) and \(dp = 0\)), Eq. 1.45 gives

\[ dG \leq 0. \]  \hspace{1cm} (1.46)

At constant temperature and pressure, the free enthalpy of the system decreases until the system reaches the equilibrium state. There, the free enthalpy attains its extreme (minimal) value. It can be seen that the free enthalpy is an appropriate thermodynamic potential for systems at constant temperature and volume.

1.2.2 **Statistical Thermodynamics**

Consider a representative system with a large number of constituents \((N)\) and volume \(V\). The system is in contact with a heat reservoir with temperature \(T\). Imagine a set of a large number \(M\) of systems, which are macroscopically equal to the system under consideration, that is, each of the systems has the same values of the thermodynamic variables \((N, V, T)\) and is in contact with the same heat reservoir as the representative system. This imaginary set of systems is called an ensemble.\(^a\) Although all the systems are equal from a macroscopic point of view, they are not necessarily equal from a microscopic point of view. In general, there are a large number of different quantum states which correspond to a given macroscopic state, since three variables, say \(N, V,\) and \(T\) are insufficient for a detailed microscopic description of a system with \(10^{20}\) constituents. By the expression "quantum states", we mean the eigenstates determined by solutions of the stationary Schrödinger

\(^a\)John Willard Gibbs, 1839–1903.
equation with corresponding energy eigenvalues. We now state the two postulates of statistical thermodynamics (Hill, 1986).

The first postulate states that the long-term time average of a mechanical variable $X$ in a given thermodynamic system—representative of the ensemble of $M$ systems—is in the limit of $M \to \infty$ equal to the ensemble average of $X$.

In other words, the average of a mechanical variable of a given system over time can be replaced by the average of the instantaneous values of this variable over a large number of systems which are macroscopically equal to the given system.

The ensemble which describes an isolated system (fixed energy of the system) is called the microcanonical ensemble, the ensemble which describes a closed system (fixed number of particles) at constant temperature is called the canonical ensemble and the ensemble which describes an open system at a constant temperature is called the grand canonical ensemble. The first postulate is valid for all three types of ensembles.

The second postulate (the principle of equal a priori probabilities) is valid only for the microcanonical ensemble. The second postulate states that in a microcanonical ensemble with $M \to \infty$, the systems are distributed evenly over all possible quantum states (the number of possible quantum states is denoted by $\Omega$), which correspond to the macroscopic state $(N, V, E)$ of a given isolated system. In other words, every quantum state of the system is equally probable and is represented by the same number of systems in the ensemble.

Joining both postulates gives the quantum ergodic hypothesis, which states that an isolated system, if observed long enough spends equal time in each of $\Omega$ possible quantum states. Such a system is called an ergodic system.

1.2.2.1 Canonical ensemble

The system that we wish to describe has a fixed volume $V$, a fixed number of constituents $N$ and is immersed in a heat bath at temperature $T$. Imagine an ensemble composed of a large number of systems which are thermodynamically identical to the chosen system. If we wish the ensemble to describe the chosen system,
Figure 1.7  Scheme of a canonical ensemble, composed of \( \mathcal{M} \) systems. Each system has volume \( V \) and \( N \) constituents. The temperature in all the systems is \( T \). The ensemble, isolated with respect to the surroundings, is considered as a supersystem with volume \( \mathcal{M} V \), number of constituents \( \mathcal{M} N \), and energy \( E_t \).

Each system in the ensemble must also be in contact with the heat reservoir at temperature \( T \). We compose the ensemble so that \( \mathcal{M} \) macroscopic systems, each with \( N \) constituents and volume \( V \), are tightly packed together (Fig. 1.7). The boundaries between the systems are such that energy can be transmitted through them while matter cannot. The whole ensemble is then isolated.

All systems in the canonical ensemble have the same \( V \), the same \( N \), and the same set of possible quantum states. Let us denote the possible quantum states by the values of their eigenenergies: \( E_1, E_2, \ldots, E_j, \ldots, E_r \). Each state is written separately even if some states are degenerate (have the same energy). Let us denote the number of systems which at a given instant of time are in the state with the energy \( E_j \) by \( M_j \). The list \( M = M_1, M_2, \ldots, M_j, \ldots, M_r \) is called the distribution over quantum states \( M \).

When the equilibrium state is reached, the outer walls are thermally isolated (Fig. 1.7). The entire canonical ensemble is an isolated system with volume \( \mathcal{M} V \), number of constituents \( \mathcal{M} N \) and total energy \( E_t \),

\[
\sum_j M_j = \mathcal{M},
\]

\[\sum_j M_j E_j = E_t.\]
Each system in the canonical ensemble is in contact with the heat reservoir at temperature $T$, where the remaining $\mathcal{M} - 1$ systems serve as a heat reservoir. The entire canonical ensemble, schematically shown in Fig. 1.7, can be considered as a thermodynamic system determined by the given volume $\mathcal{M} V$, number of systems $\mathcal{M} N$ and energy $E_t$. We name this system a supersystem. The supersystem is a closed system with a fixed number of constituents and constant temperature. Since it is isolated, it has a fixed energy, therefore it can be considered as a microcanonical system and is subject to the second postulate. For the supersystem, all possible quantum states are equally probable.

We would like to determine a quantity $\Omega_t(M)$ expressing in how many ways at constraints 1.47 and 1.48 we can distribute $\mathcal{M}$ states, of which there are $M_1, M_2, \ldots M_r$ indistinguishable, over $\mathcal{M}$ systems. Using combinatorics, we get

$$\Omega_t(M) = \frac{\mathcal{M}!}{M_1! M_2! M_3! \ldots M_r!}.$$  \hfill (1.49)

The number $\Omega_t(M)$ depends on the distribution $M$.

There are many possible different distributions which are consistent with the constraints (Eqs. 1.47 and 1.48), but as there are many systems in the supersystem we assume that the most probable one prevails. This means that only the distribution which is the most probable and for which the permutability, that is, the number of ways $\mathcal{M}$ states are distributed among the systems, is the largest, actually occurs. In other words, the most probable distribution is the distribution with the largest $\Omega_t(M)$. For convenience, we state an equivalent problem of seeking the distribution which yields the maximum of the function $\ln(\Omega_t(M))$ with constraints (Eqs. 1.47 and 1.48).

As $N$ is very large, the energy levels are very close together while many quantum states correspond to each energy level. So $M_j$, $j = 1, 2, \ldots r$ are very large numbers and we can use the Stirling approximation stating that for large $x$, $\ln(x!) = x \ln x - x$, so that

$$\ln \Omega_t(M) = \left( \sum_{j=1}^{r} M_j \right) \ln \left( \sum_{j=1}^{r} M_j \right) - \sum_{j=1}^{r} M_j \ln M_j.$$  \hfill (1.50)
In order to minimize $\ln \Omega_t(M)$ subject to constraints (Eqs. 1.47 and 1.48), we use the method of undetermined multipliers and construct a functional $\mathcal{L}$,

$$\mathcal{L} = \left( \sum_{j=1}^{r} M_j \right) \ln \left( \sum_{j=1}^{r} M_j \right) - \sum_{j=1}^{r} M_j \ln M_j - \alpha \left( \sum_{j=1}^{r} M_j - \mathcal{M} \right) - \beta \left( \sum_{j=1}^{r} M_j E_j - E_t \right),$$

(1.51)

where $\alpha$ and $\beta$ are the Lagrange multipliers. The conditions for the existence of the extremum of the functional $\mathcal{L}$ are

$$\frac{\partial \mathcal{L}}{\partial M_j} = 0 \quad j = 1, 2, \ldots, r.$$  

(1.52)

Differentiation of the expression in Eq. 1.51 with respect to $M_j$ and using the conditions in Eq. 1.52 gives

$$\ln \left( \sum_{i=1}^{r} M_i^* \right) - \ln M_j^* - \alpha - \beta E_j = 0, \quad j = 1, 2, \ldots, r,$$

(1.53)

from which it follows that the most probable distribution $M_j^*$ is

$$M_j^* = \mathcal{M} e^{-\alpha} e^{-\beta E_j}, \quad j = 1, 2, \ldots, r.$$  

(1.54)

The Lagrange multiplier $\alpha$ is obtained by substituting the distribution Eq. 1.54 into Eq. 1.47,

$$e^\alpha = \sum_{j=1}^{r} e^{-\beta E_j}.$$  

(1.55)

The Lagrange multiplier $\beta$ is associated with temperature $T$ (for the proof, see Hill (1986) and references therein),

$$\beta = \frac{1}{kT},$$  

(1.56)

where, $k = 1.38 \cdot 10^{-23}$ J/K is the Boltzmann\textsuperscript{a} constant. Its value is determined by the correspondence of the results of statistical thermodynamics and the results of experiments.

The probability $P_j$ of finding a chosen system of the canonical ensemble in the state with energy $E_j$ is

$$P_j = \frac{M_j^*}{\mathcal{M}}.$$  

(1.57)

\textsuperscript{a}Ludwig Boltzmann, 1844–1906.
Taking into account Eqs. 1.54 and 1.55, we get from Eq. 1.57

\[ P_j = \frac{e^{-\beta E_j}}{\sum_{j=1}^{r} e^{-\beta E_j}}. \]  

(1.58)

Since \( \beta \) is a positive quantity, the probability that a chosen system in a canonical ensemble is in a state with a given eigenenergy \( E_j \) decreases exponentially with eigenenergy. The temperature of the system plays an important role.

The average value of a chosen variable \( X \) over the ensemble is

\[ \bar{X} = \sum_{j=1}^{r} X_j P_j, \]  

(1.59)

where, \( X_j \) is the value of the variable \( X \) which corresponds to the state with the energy \( E_j \). Taking into account the expression for the probability \( P_j \) (Eq. 1.58), we get

\[ \bar{X} = \frac{\sum_{j=1}^{r} X_j e^{-\beta E_j}}{\sum_{j=1}^{r} e^{-\beta E_j}}. \]  

(1.60)

In the above Eq. 1.60, the values of the Boltzmann factors

\[ e^{-\beta E_j}, \]  

(1.61)

determine the average value of the chosen thermodynamic variable \( \bar{X} \). In the following chapters of this book Eq. 1.60 will be used in various statistical thermodynamic models to calculate the average value of different thermodynamic variables.

In the language of statistical physics, thermodynamic equilibrium means a state which has the most probable distribution of the systems over the eigenenergies. The most probable distribution means the state with the highest degree of randomness or disorder. If the state is not the most disordered, then it is not the most probable. A state with a high degree of order is called a non-equilibrium state. A system in a non-equilibrium state spontaneously approaches an equilibrium state.

### 1.2.2.2 Correspondence between statistical and classical thermodynamics

Pressure \( p \) in classical thermodynamics corresponds to the average pressure \( \bar{p} \) in statistical thermodynamics. Internal energy \( W_n \) in
classical thermodynamics corresponds to average energy $\tilde{E}$. In symbols,

$$p \leftrightarrow \tilde{p} \quad \text{in} \quad W_n \leftrightarrow \tilde{E}. \quad (1.62)$$

The average energy is

$$\tilde{E} = \sum_{j=1}^{r} E_j P_j = \frac{\sum_{j=1}^{r} E_j(N, V) \ e^{-\beta E_j(N, V)}}{\sum_{j=1}^{r} e^{-\beta E_j(N, V)}}, \quad (1.63)$$

while its differential is

$$d\tilde{E} = \sum_{j=1}^{r} P_j dE_j + \sum_{j=1}^{r} E_j dP_j. \quad (1.64)$$

The first term in the above equation corresponds to work and the second corresponds to heat. It can be seen that there is a conceptual difference between work and heat. Work is connected to change of the eigenstates of the system, while heat is connected to change in the distribution of systems within the ensemble over the eigenstates.

In the first term of the expression (Eq. 1.64) we took into account that $N$ is constant so that $E_j$ depends solely on $V$, $E_j \equiv E_j(V)$, so that

$$dE_j = \left(\frac{\partial E_j}{\partial V}\right)_N dV, \quad (1.65)$$

while $E_j$ expressed from Eq. 1.58,

$$E_j = -\frac{1}{\beta} \ln P_j - \frac{1}{\beta} \ln \sum_{i=1}^{r} e^{-\beta E_i}, \quad (1.66)$$

is substituted in Eq. 1.64 to get

$$d\tilde{E} = \sum_{j=1}^{r} P_j \left(\frac{\partial E_j}{\partial V}\right)_N dV - \frac{1}{\beta} \sum_{j=1}^{r} \ln P_j \ dP_j - \frac{1}{\beta} \ln Q \sum_{j=1}^{r} dP_j, \quad (1.67)$$

where the quantity $Q$ is defined as a canonical partition function (see Eq. 1.55):

$$Q = e^\alpha = \sum_{j=1}^{r} e^{-\beta E_j}. \quad (1.68)$$

Using the relation

$$d \left( \sum_{j=1}^{r} P_j \ln P_j \right) = \sum_{j=1}^{r} \ln P_j \ dP_j + \sum_{j=1}^{r} dP_j, \quad (1.69)$$
and considering that the probability that a system has any energy is 1,

$$\sum_{j=1}^{r} P_j = 1,$$  \hspace{1cm} (1.70)

so that

$$d\left(\sum_{j=1}^{r} P_j\right) = d\left(\sum_{j=1}^{r} dP_j\right) = 0.$$  \hspace{1cm} (1.71)

It follows from Eqs. 1.69 and 1.71

$$\sum_{j=1}^{r} \ln P_j \, dP_j = d\left(\sum_{j=1}^{r} P_j \ln P_j\right).$$  \hspace{1cm} (1.72)

Considering the thermodynamic relation

$$p_j = -\left(\frac{\partial E_j}{\partial V}\right)_N,$$  \hspace{1cm} (1.73)

yields from Eq. 1.67

$$d\tilde{E} = -\sum_{j=1}^{r} p_j \, P_j \, dV - \frac{1}{\beta} \, d\left(\sum_{j=1}^{r} P_j \ln P_j\right).$$  \hspace{1cm} (1.74)

Taking into account the definition of the average value as described in Eq. 1.59, it follows that the average pressure is

$$\tilde{p} = \sum_{j} p_j \, P_j.$$  \hspace{1cm} (1.75)

Combining Eqs. 1.74 and 1.75 yields

$$d\tilde{E} = -\tilde{p} \cdot dV - \frac{1}{\beta} \, d\left(\sum_{j=1}^{r} P_j \ln P_j\right).$$  \hspace{1cm} (1.76)

The above expression for $d\tilde{E}$ is compared with the differential of the internal energy (Eq. 1.39),

$$dW_n = -pdV + TdS.$$  \hspace{1cm} (1.77)

to get the relation

$$T \, dS \leftrightarrow -\frac{1}{\beta} \, d\left(\sum_{j=1}^{r} P_j \ln P_j\right).$$  \hspace{1cm} (1.78)
Substituting Eq. 1.56 in Eq. 1.78 and integrating yields the expression for the entropy of the system $S$

$$S \leftrightarrow -k \sum_{j=1}^{r} P_j \ln P_j.$$  \hspace{1cm} (1.79)

The definition of the canonical partition function (Eq. 1.68) and the expression for the probability (Eq. 1.58) yields

$$P_j = \frac{\text{e}^{-\beta E_j}}{Q}.$$  \hspace{1cm} (1.80)

Substituting Eq. 1.80 in the expression for entropy (Eq. 1.79) gives

$$S = -k \sum_{j=1}^{r} P_j \ln \left( \frac{\text{e}^{-E_j/kT}}{Q} \right).$$  \hspace{1cm} (1.81)

Further, rearrangement of the above expression gives

$$S = \frac{1}{T} \sum_{j=1}^{r} P_j E_j + k \ln Q \sum_{j=1}^{r} P_j.$$  \hspace{1cm} (1.82)

Considering Eqs. 1.63 and 1.70, Eq. 1.82 transforms into

$$-kT \ln Q = \bar{E} - T S.$$  \hspace{1cm} (1.83)

By taking into account the correspondence $\bar{E} \leftrightarrow W_n$ and by comparing Eqs. 1.83 and 1.35, we can express the free energy of the system by the canonical partition function as

$$F = -kT \ln Q.$$  \hspace{1cm} (1.84)

Equations 1.79 and 1.84 give important and useful connections between classical and statistical thermodynamics. Other thermodynamic functions can be derived from the equations of classical thermodynamics which take into account the free energy $F = -kT \ln Q$. Entropy can thus be expressed as

$$S = -\left( \frac{\partial F}{\partial T} \right)_{V, N}.$$  \hspace{1cm} (1.85)

Considering Eq. 1.84 the above equation reads

$$S = kT \left( \frac{\partial \ln Q}{\partial T} \right)_{V, N} + k \ln Q.$$  \hspace{1cm} (1.86)
1.2.2.3 System composed of independent constituents

The constituents of a system always interact else the system would not be able to reach the equilibrium state. The simplest problems in statistical mechanics, however, consider constituents (molecules, groups of molecules or degrees of freedom) as effectively independent, while the only interaction is the interaction which allows for the equilibration of the system, for example, collisions between the constituents and the container walls. Within such a description direct interactions between the constituents are not considered. An example of such a system is an ideal gas. The number density of molecules in an ideal gas is so small that the direct interactions between molecules can be neglected, and the system reaches the equilibrium state by means of collisions between molecules and the container walls.

Let $\mathcal{H}$ be the Hamiltonian function which describes the energy of a certain system with a large number of constituents for which the corresponding quantum mechanical time-independent Schrödinger equation is [see Eq. 1.27]:

$$\hat{\mathcal{H}} \psi = E \psi,$$

(1.87)

where $\hat{\mathcal{H}}$ is the Hamilton operator, $\psi$ is the eigenfunction of the stationary Schrödinger equation, and $E$ is the eigenenergy of the system.

If the system is composed of independent molecules or subsystems, $\mathcal{H}$ is equal to the sum of the contributions of the constituent parts of the system,

$$\mathcal{H} = \mathcal{H}_a + \mathcal{H}_b + \mathcal{H}_c \ldots,$$

(1.88)

where $\mathcal{H}_a, \mathcal{H}_b, \mathcal{H}_c, \ldots$ are contributions of the respective constituent parts of the system. Likewise, it follows for the Hamilton operator

$$\hat{\mathcal{H}} = \hat{\mathcal{H}}_a + \hat{\mathcal{H}}_b + \hat{\mathcal{H}}_c \ldots.$$  

(1.89)

The eigenvalues of the operators $\hat{\mathcal{H}}_a, \hat{\mathcal{H}}_b, \hat{\mathcal{H}}_c \ldots$ are denoted by $\mathcal{E}_a, \mathcal{E}_b, \mathcal{E}_c \ldots$, while the corresponding eigenfunctions are denoted by $\psi_a, \psi_b, \psi_c \ldots$. The ansatz for the solution

$$\psi = \psi_a \psi_b \psi_c \ldots$$

(1.90)
is substituted in Eq. 1.87,
\[
\hat{\mathcal{H}} \psi = (\hat{\mathcal{H}}_a + \hat{\mathcal{H}}_b + \hat{\mathcal{H}}_c \ldots) \psi_a \psi_b \psi_c \ldots
\]
\[
= \psi_b \psi_c \ldots \hat{\mathcal{H}}_a \psi_a + \psi_a \psi_c \ldots \hat{\mathcal{H}}_b \psi_b + \psi_b \psi_c \ldots \hat{\mathcal{H}}_c \psi_c + \ldots
\]
\[
= \psi_a \psi_b \psi_c \ldots \epsilon_a \psi_a + \psi_a \psi_c \ldots \epsilon_b \psi_b + \psi_b \psi_c \ldots \epsilon_c \psi_c + \ldots
\]
\[
= (\epsilon_a + \epsilon_b + \epsilon_c + \ldots) \psi = E \psi.
\]
It follows from the above equation that the possible eigenvalues of the energy of the whole system are equal to the sum of the eigenenergies of the constituent parts of the system,
\[
E = \epsilon_a + \epsilon_b + \epsilon_c \ldots. \tag{1.91}
\]
If the constituents are independent we can solve the Schrödinger equation with say \(10^{20}\) coordinates by solving a small number of simple equations \(\hat{\mathcal{H}}_a \psi = \epsilon_a \psi\). We introduce partition functions (see Eq. 1.68) which correspond to individual constituents of the system,
\[
q_a = \sum_j e^{-\epsilon_{aj}/kT}, \quad q_b = \sum_j e^{-\epsilon_{bj}/kT}, \ldots. \tag{1.92}
\]
where we sum over the eigenenergies of the molecules or subsystems. The product \(q_a q_b \ldots\) generates all possible values of the eigenenergies of the system,
\[
Q = q_a q_b \ldots = \left(\sum_j e^{-\epsilon_{aj}/kT}\right) \left(\sum_j e^{-\epsilon_{bj}/kT}\right) = \sum_j e^{-E_j/kT}. \tag{1.93}
\]
We conclude that the canonical partition function of the system which is composed of effectively independent constituents is equal to the product of the partition functions of the individual constituents.

1.2.2.4 Predictability and permutability

Let us consider the simple example of the outcome of tossing a coin. We say that tossing a coin is a casual event. For unbiased coin, the probabilities for heads or tails are both equal to 0.5. The probability for each possible sequence in a series of \(N\) tosses are equally probable, that is, equal to \((1/2)^N\). However, each composition
(defined by the number of heads \(H\) in a sequence of \(N\) tosses) is not equally probable (Dill and Bromberg, 2003). For example, in a series of four tosses \((N = 4)\) the composition with two heads \((H = 2)\) and two tails \((T = 2)\) is more probable than the composition with four heads \((H = 4)\) and no tails \((T = 0)\) since only one of the 16 possible sequences has \((H = 4)\), while there are six possible sequences corresponding to the composition with \(H = 2\) and \(T = 2\). In general, the number of possible sequences (defined here as the permutability of the outcome) for the composition with \(H\) heads in a series of \(N\) tosses is (Dill and Bromberg, 2003)

\[
W(N, H) = \frac{N!}{H!(N - H)!}.
\]

(1.94)

It can be seen that if we throw the coin four times \((N = 4)\) and each time the outcome is heads \((H = 4, T = 0)\), then the calculated permutability of the outcome \(W(4, 4) = 4!/4!0! = 1\). The reader can easily find that the composition which yields the largest permutability is composed of two heads and two tails, where \(W(4, 2) = 4!/2!2! = 6\). This composition therefore, is six times more abundant (probable) than the composition with four heads. To conclude, if we throw a coin four times, it is most probable that we will obtain one of the sequences with two heads and two tails, since out of 16 possible sequences six sequences correspond to \(H = 2\) and \(T = 2\). We can see that even at small \(N\) compositions with the largest permutability \(W(N, H)\) strongly prevail. For a larger number of throws (i.e., larger \(N\)) the sequences with the largest permutability \(W(N, H)\) strongly prevail (Dill and Bromberg, 2003).

Based on Eq. 1.94 it can be calculated that if we throw the coin 100 times, the permutability of the most probable composition with \(H = 50\) and \(T = 50\) is equal to \(W = 100!/50!50! = 10^{29}\), while the permutability of the composition with \(H = 25\) and \(T = 75\) is equal to \(W = 100!/25!75! = 2.4 \times 10^{23}\), which is 6 orders of magnitude smaller. The composition with \(H = 100\) \((W = 100!/100!0! = 1)\) is possible, but according to its permutability the probability of such a composition is so small that it is in a human lifetime spent continuously tossing a coin practically unattainable (Dill and Bromberg, 2003).

In conclusion, although tossing a coin is a casual event for which there is an equal probability of heads or tails, the outcome for a
group of such events can be predicted. The predictability of the outcome is better the larger the number of throws is.

1.2.2.5 Configurational free energy and entropy of indistinguishable particles in the lattice model

To describe a system of \( N \) constituents, a lattice with \( M \) equal sites is constructed. It is assumed that each site is either occupied by one constituent or empty (Fig. 1.8). It is of interest to calculate in how many ways \( N \) constituents can be distributed over \( M \) sites. The first constituent can chose any of \( M \) sites. For the second, there are \( M - 1 \) available sites since one site is already occupied, the third can be placed on any of \( M - 2 \) sites, for the last there are \( M - N + 1 \) available sites. If the constituents are distinguishable, the number of possible configurations of \( N \) molecules over \( M \) sites (the permutability) is equal to

\[
W_d = M (M - 1)(M - 2) \ldots (M - N + 1).
\]  

(1.95)

In quantum mechanics, constituents of the same species cannot usually be distinguished. In the lattice model, the indistinguishable nature of the constituents is taken into account in determination of the permutability by the factor \( N! \) in the denominator of \( W \),

\[
W_i = \frac{M (M - 1)(M - 2) \ldots (M - N + 1)}{N!}.
\]  

(1.96)
Both the numerator and the denominator are supplemented so that we get in the numerator $M!$,

$$W_i = \frac{M(M-1)(M-2) \ldots (M-N+1)(M-N)((M-N)-1) \ldots (3)(2)(1)}{N!(M-N)((M-N)-1) \ldots (3)(2)(1)},$$

which can be written as

$$W_i = \frac{M!}{N!(M-N)!}.$$  

(1.97)

The canonical partition function of a system composed of $N$ effectively independent, identical, indistinguishable constituents, which are distributed over $M$ sites in the lattice, is

$$Q = W_i q^N = \frac{M!}{N!(M-N)!} q^N,$$  

(1.99)

where $q$ is the partition function of a single particle.

The configurational free energy which corresponds to the above partition function (Eq. 1.99) is (see also Eq. 1.34)

$$F = -kT \ln W_i - kT N \ln q.$$  

(1.100)

It follows from Eqs. 1.99 and 1.100 by using the Stirling approximation that

$$F = -kT (M \ln M - M - N \ln N + N$$

$$- (M-N) \ln(M-N) + (M-N)) - kT N \ln q.$$  

(1.101)

Taking into account that $M = N + (M-N)$,

$$F = -kT ((N + (M-N)) \ln M - M - N \ln N + N$$

$$- (M-N) \ln(M-N) + (M-N)) - kT N \ln q$$  

(1.102)

and rearranging,

$$F = kT \left[ N \ln \frac{N}{M} + (M-N) \ln \left(\frac{M-N}{M}\right) \right] - kT N \ln q.$$  

(1.103)

The first term in the above equation is the configurational free energy

$$F_{\text{config}} = kT \left[ N \ln \frac{N}{M} + (M-N) \ln \left(\frac{M-N}{M}\right) \right],$$  

(1.104)

while the second term is the contribution of the independent particles' eigenenergies

$$F_0 = -kT N \ln q.$$  

(1.105)
The configurational entropy $S_{\text{config}}$ is obtained if according to Eq. 1.85, $F_{\text{config}}$ is differentiated with respect to temperature $T$,

$$S_{\text{config}} = -k \left[ N \ln \frac{N}{M} + (M - N) \ln \left( \frac{M - N}{M} \right) \right].$$  \hspace{1cm} (1.106)

If the number of occupied sites is much smaller than the number of sites $M$ (for very dilute systems), $(N \ll M)$, we use the approximation $\ln(1 - N/M) \simeq -N/M$. This yields

$$F = kT \left[ N \ln \frac{N}{M} - N \right] - kT N \ln q$$  \hspace{1cm} (1.107)

and

$$S_{\text{config}} = -k \left( N \ln \frac{N}{M} - N \right).$$  \hspace{1cm} (1.108)

The expression in Eq. 1.99 is generalized to the case where there are $s$ species of molecules in the system. The configurational contribution to the partition function is

$$W_1 = \frac{M!}{N_1! N_2! \ldots N_s! (M - \sum_{j=1}^{s} N_j)!},$$  \hspace{1cm} (1.109)

while the configurational entropy is

$$S_{\text{config}} = k \ln \left( \frac{M!}{N_1! N_2! \ldots N_s! (M - \sum_{j=1}^{s} N_j)!} \right).$$  \hspace{1cm} (1.110)

If all sites in the lattice are occupied, then $M - \sum_{j=1}^{s} N_j = 0$ so that

$$W_1 = \frac{M!}{N_1! N_2! \ldots N_s!},$$  \hspace{1cm} (1.111)

since $0! = 1$. In this case, the configurational entropy is

$$S_{\text{config}} = k \ln \left( \frac{M!}{N_1! N_2! \ldots N_s!} \right).$$  \hspace{1cm} (1.112)

### 1.2.2.6 A simple example: equation of state of an ideal gas

We show below that within the lattice model, the state with the largest permutability corresponds to the equilibrium state of a system of effectively independent particles, expressed by a relation known as the equation of state of an ideal gas.

In very dilute systems we can neglect direct interactions between the particles and treat them as independent. Further, using
the lattice model, we can assume that the number of lattice sites occupied by particles \( N \) is much smaller than the number of sites \( M \). The free energy can be written by using Eqs. 1.105 and 1.107,

\[
F = kT \left( N \ln \frac{N v_0}{V} - N \right) + F_0.
\]  

(1.113)

where the volume of the system \( V \) is written as the product of the number of sites \( M \) and the volume occupied by a single site \( (v_0) \),

\[
V = M v_0.
\]  

(1.114)

Recalling that the infinitesimal free energy difference in Eq. 1.40 is,

\[
dF = -SdT - pdV,
\]  

(1.115)

it follows that

\[
p = -\left( \frac{dF}{dV} \right)_T.
\]  

(1.116)

Differentiation of Eq. 1.113 with respect to volume \( V \) and considering Eq. 1.116 yields

\[
p = \frac{N kT}{V},
\]  

(1.117)

that is, the equation of state for an ideal gas,

\[
p V = N kT.
\]  

(1.118)

Note that the same result may be obtained by considering a different approach in which the particles in the gas convey momentum to the walls while their velocities are distributed according to the Maxwell–Boltzmann distribution function (see Hill, 1986).

### 1.3 Thermodynamic Description of Living Systems

The basic unit of a living organism is the cell. In the cell, energy is used for the synthesis of molecules, while the chemical energy of biological molecules is transformed into mechanical energy of muscle contraction and electrical energy of signals conveyed by nerve cells. These transformations can be described by the laws of classical and statistical thermodynamics.

Living organisms are open thermodynamic systems which can exchange matter and energy with their surroundings and
have a characteristic ordered structure. Namely, the condition for thermodynamic equilibrium that the thermodynamic variables are constant with time would mean that the organism is dead. Further, the system is incontinently fluctuating, so living organisms are in a non-equilibrium state. All processes which take place in a non-equilibrium state are irreversible. A non-equilibrium thermodynamic system can be close to equilibrium or far from it. Processes that take place slowly enough in stable biological systems (such as, transmembrane transport) are processes which take place close to equilibrium and can be described as equilibrium processes using the laws of equilibrium classical and statistical thermodynamics, within which the changes of thermodynamic variables between infinitesimally close equilibrium states of the system can be described.

1.3.1 Thermodynamic Potentials

Previously, we have described work conveyed to the system by means of a change in its volume (Eq. 1.31). Such a definition of
work is not the most important in biological systems where there are more important forms deriving from mechanical, chemical, electrical, and osmotic effects. Therefore, we rewrite the first law of thermodynamics (Eq. 1.29) in the form

$$dW_n = -pdV + d\bar{A} + dQ,$$  \hspace{1cm} (1.119)

where $d\bar{A}$ is the work of all external forces except $-pdV$. In general,

$$d\bar{A} = X \cdot d\mathbf{r},$$ \hspace{1cm} (1.120)

where $X$ is the generalized force and $d\mathbf{r}$ is the conjugated generalized infinitesimal displacement. Work $d\bar{A}$ is done because the force $X$ causes displacement $d\mathbf{r}$. For example, we have shown above that a physical system in thermodynamic equilibrium attains a configuration which is the most probable under the given circumstances. Since the system is composed of a very large number of constituents, seeking the most probable configuration results in a generalized force that will actually move particles within the system.

The differential of the free energy according to Eq. 1.36 is

$$dF = dW_n - TDs - SdT.$$ \hspace{1cm} (1.121)

If we also consider Eq. 1.119, we get

$$dF = -pdV + d\bar{A} + dQ - TDs - SdT.$$ \hspace{1cm} (1.122)

From the second law of thermodynamics (Eq. 1.32), it follows that $dQ \leq TDs$, so that Eq. 1.122 can be written as

$$dF \leq -pdV + d\bar{A} - SdT.$$ \hspace{1cm} (1.123)

This equality is valid for reversible changes. For isothermal changes ($dT = 0$) which take place at constant volume ($dV = 0$), it follows from Eq. 1.123

$$dF \leq d\bar{A}.$$ \hspace{1cm} (1.124)

The difference between the values of the free energy of the initial and the final equilibrium state of the system at constant temperature and constant volume is the maximal quantity of work other than $-pdV$ which the system can perform while approaching the equilibrium state.
In describing a system which is not thermally isolated and has a constant temperature and pressure, the infinitesimal change of the free enthalpy is according to Eq. 1.44 is
\[ \text{d}G = \text{d}W_n + p \, \text{d}V + V \, \text{d}p - T \, \text{d}S - S \, \text{d}T. \]  
(1.125)
Taking into account Eqs. 1.119 and 1.32, we get from Eq. 1.125 for an infinitesimal change the expression
\[ \text{d}G \leq \text{d}\tilde{A} + V \, \epsilon \, \text{d}p - S \, \text{d}T. \]  
(1.126)
For isothermal changes (\text{d}T = 0) taking place at constant pressure (\text{d}p = 0)
\[ \text{d}G \leq \text{d}\tilde{A}. \]  
(1.127)
When the change takes place at constant temperature (\text{d}T = 0) and constant pressure (\text{d}p = 0), the free enthalpy of the system decreases until the system reaches the equilibrium state. In the process the system can perform work \text{d}\tilde{A}.

1.3.2 Chemical Potential

In systems with \( s \) species of particles we can write the infinitesimal change of the free energy as
\[ \text{d}F \rightarrow \text{d}F + \sum_{i}^{s} \mu_i \, \text{d}N_i, \]  
(1.128)
and the free enthalpy as
\[ \text{d}G \rightarrow \text{d}G + \sum_{i}^{s} \mu_i \, \text{d}N_i. \]  
(1.129)
Here, \( N_i \) is the number of particles of the \( i \)-th species, \( i = 1, 2, \ldots, s \), while the conjugated variable \( \mu_i \) is the chemical potential of the \( i \)-th species. It follows from Eq. 1.128 or 1.129 that
\[ \mu_i = \left( \frac{\partial F}{\partial N_i} \right)_{T, V, N_j \neq i} = \left( \frac{\partial G}{\partial N_i} \right)_{T, p, N_j \neq i}. \]  
(1.130)
Using the connection between classical and statistical thermodynamics (Eq. 1.84), we can rewrite the chemical potential using the partition function \( Q \) as
\[ \mu_i = -kT \left( \frac{\partial \ln Q}{\partial N_i} \right)_{T, V, N_j \neq i}. \]  
(1.131)
1.3.2.1 Chemical potential of one-component system

Consider a system composed of $N$ indistinguishable molecules of the same species, distributed over $M$ lattice sites (Fig. 1.8). We neglect direct interactions between the molecules and consider only interaction collisions of constituents with the container walls to assure the possibility for the system attaining thermodynamic equilibrium. We assume that the volume, pressure, and temperature are constant and use the lattice model in the approximation that the number of occupied sites is much smaller than the number of sites. In this case the free energy is given by Eq. 1.107

$$ F = kT \left( N \ln \frac{N}{M} - N \right) - kT \ N \ln q. \quad (1.132) $$

It follows from the definition of the chemical potential (Eq. 1.130) and Eq. 1.132 that

$$ \mu = kT \left( \frac{\partial F}{\partial N} \right)_{T,V} = kT \left( \ln \frac{N}{M} - \ln q \right). \quad (1.133) $$

Usually, instead of the number density of constituents, we rather use the concentration of the constituents:

$$ c = \frac{N}{N_A V}, \quad (1.134) $$

where $V$ is the volume of the system (solution) and $N_A$, the Avogadro number. We also introduce the concentration of lattice sites $c_M$:

$$ c_M = \frac{M}{N_A V}. \quad (1.135) $$

The expression for the chemical potential is therefore:

$$ \mu = \mu^0 + kT \ln \left( \frac{c}{c_M} \right), \quad (1.136) $$

where

$$ \mu^0 = -kT \ln q. \quad (1.137) $$
1.3.2.2 Chemical potential of a multicomponent system

Biological systems are in general composed of many species of molecules or constituents. Molecules of different species are distinguishable while molecules of the same species are indistinguishable. Again, we limit our consideration to systems in which the volume, pressure, and temperature can be considered constant.

Imagine a simple model of solution in which there are two species of molecules which we denote by numbers 1 and 2. In the system, there are $N_1$ molecules of species 1 and $N_2$ molecules of species 2. Direct interactions between molecules are again neglected and only indirect interactions through collisions with the container wall are allowed to ensure the possibility of reaching the equilibrium state of the system. Each species of molecules has a distinct set of eigenenergies so that the particle partition function of the molecules 1 is

$$q_1 = \sum_i e^{-\varepsilon_{1i}/kT}.$$  \hspace{1cm} (1.138)

while the particle partition function of the molecules 2 is

$$q_2 = \sum_i e^{-\varepsilon_{2i}/kT}.$$  \hspace{1cm} (1.139)

Index $i$ runs over all eigenstates of each kind of molecules, respectively.

Molecules are distributed over $M$ sites in the lattice. Each lattice site is occupied by one molecule only and there are no empty sites, therefore

$$M = N_1 + N_2.$$  \hspace{1cm} (1.140)

According to Eq. 1.99, the partition function of the system is

$$Q = \frac{M!}{N_1!N_2!} q_1^{N_1} q_2^{N_2}. \hspace{1cm} (1.141)$$

The free energy expression follows from the relation $F = -kT \ln Q$ (Eq. 1.84)

$$F = -kT \left( M \ln M - M - N_1 \ln N_1 + N_1 - N_2 \ln N_2 + N_2 + N_1 \ln q_1 + N_2 \ln q_2 \right). \hspace{1cm} (1.142)$$
where we applied the Stirling approximation. Taking into account Eq. 1.140, it follows from above equation:

\[
F = -kT \left( (N_1 + N_2) \ln M - (N_1 + N_2) - N_1 \ln N_1 + N_1 
- N_2 \ln N_2 + N_2 + N_1 \ln q_1 + N_2 \ln q_2 \right)
\]

and after rearranging

\[
F = kT \left( N_1 \ln \frac{N_1}{M} + N_2 \ln \frac{N_2}{M} - N_1 \ln q_1 - N_2 \ln q_2 + M - N_1 - N_2 \right).
\]

(1.143)

In accordance with the definition of the chemical potential (Eq. 1.130), we calculate the chemical potential of the molecules 1 by partial differentiation of Eq. 1.143 over \(N_1\):

\[
\mu_1 = \left( \frac{\partial F}{\partial N_1} \right)_{T, V, N_2} = kT \left( \ln \frac{N_1}{M} - \ln q_1 \right).
\]

(1.144)

Similarly, we get by partial differentiation of Eq. 1.143 the chemical potential of molecules 2

\[
\mu_2 = \left( \frac{\partial F}{\partial N_2} \right)_{T, V, N_1} = kT \left( \ln \frac{N_2}{M} - \ln q_2 \right).
\]

(1.145)

In the following, we consider concentrations of molecules and sites rather than their numbers, therefore we introduce

\[
c_1 = \frac{N_1}{N_AV}, \; c_2 = \frac{N_2}{N_AV}, \; c_M = \frac{M}{N_AV},
\]

(1.146)
to get

\[
\mu_1 = \mu_1^0 + kT \ln \left( \frac{c_1}{c_M} \right),
\]

(1.147)

\[
\mu_2 = \mu_2^0 + kT \ln \left( \frac{c_2}{c_M} \right),
\]

(1.148)

where we introduced

\[
\mu_1^0 = -kT \ln q_1
\]

(1.149)

and

\[
\mu_2^0 = -kT \ln q_2.
\]

(1.150)

Consider a simple example of a solution where molecules 1 represent the solute and molecules 2 the solvent and assume that
the solution is everywhere very dilute, \((c_1 \ll c_M\) and \(c_2 \simeq c_M\)). We introduce the fraction

\[
c_1/c_M \simeq \xi,
\]

and according to Eq. 1.140

\[
c_2/c_M \simeq 1 - \xi,
\]

where \(\xi\) is small. The chemical potential of the solute is then:

\[
\mu_1 = \mu_1^0 + kT \ln \xi,
\]

while the chemical potential of the solvent is

\[
\mu_2 = \mu_2^0 + kT \ln(1 - \xi).
\]

For small \(\xi\), the second term in Eq. 1.154 is very small since \(\ln(1-\xi) \simeq -\xi\) and can therefore be neglected so that the expression for the chemical potential of the solvent is

\[
\mu_2 \simeq \mu_2^0.
\]

The expression for the chemical potential of the solute in Eq. 1.153 can also be used in systems where there are many species of molecules. Considering the assumptions regarding the effective independence and indistinguishability of molecules, the chemical potential of molecules of the \(i\)-th species of the solute is

\[
\mu_i = \mu_i^0 + kT \ln \left( \frac{c_i}{c_M} \right).
\]

1.3.2.3 Equality of chemical potential as a condition for thermodynamic equilibrium: a simple example

Consider a closed system divided by an impermeable wall into two compartments of equal volume in which there are very dilute solutions of the same species of particles. In the first compartment of the system there are \(N_a\) particles while in the second compartment there are \(N_b\) molecules. We use the lattice model where we assume that, in each compartment there are \(M\) sites. The wall is now removed and the particles are free to redistribute. It is of interest to find the distribution of molecules when the system reaches thermodynamic equilibrium and to determine the behaviour of the chemical potential in the process.
The free energy is composed of contributions of both compartments

$$F = F_a + F_b,$$  \hspace{1cm} (1.157)

where according to Eq. 1.107,

$$F_a = kT \left( N_a \ln \frac{N_a}{M} - N_a \right) - kT N_a \ln q_a,$$  \hspace{1cm} (1.158)

and

$$F_b = kT \left( N_b \ln \frac{N_b}{M} - N_b \right) - kT N_a \ln q_b,$$  \hspace{1cm} (1.159)

so that

$$F = kT \left( N_a \ln \frac{N_a}{M} - N_a \right) - kT N_a \ln q_a$$

$$+ kT \left( N_b \ln \frac{N_b}{M} - N_b \right) - kT N_a \ln q_b.$$  \hspace{1cm} (1.160)

The total number of solute molecules in both compartments $N$ is fixed since the system is closed and cannot exchange matter with the surroundings,

$$N_a + N_b = N.$$  \hspace{1cm} (1.161)

Assume that the set of eigenenergies in both compartments is the same, so that

$$q_a = q_b = q.$$  \hspace{1cm} (1.162)

Using Eq. 1.161, we can express the number of molecules in the first compartment by the number of molecules in the second compartment,

$$N_b = N - N_a$$  \hspace{1cm} (1.163)

and insert it into the expression for the free energy from Eq. 1.160,

$$F = kT \left( N_a \ln \frac{N_a}{M} - N_a \right)$$

$$+ kT \left( (N - N_a) \ln \frac{(N - N_a)}{M} - (N - N_a) \right) - kT N \ln q.$$  \hspace{1cm} (1.164)

We use the condition that in equilibrium the free energy of the system is minimal, so that

$$\frac{dF}{dN_a} = 0.$$  \hspace{1cm} (1.165)
From Eqs. 1.164 and 1.165 we get:

$$\ln \frac{N_a}{(N - N_a)} = 0.$$  \hspace{1cm} (1.166)

so that

$$\frac{N_a}{(N - N_a)} = 1,$$  \hspace{1cm} (1.167)

and finally

$$N_a = N/2.$$  \hspace{1cm} (1.168)

It follows then from Eq. 1.161 that

$$N_b = N/2.$$  \hspace{1cm} (1.169)

It can be seen that in thermodynamic equilibrium the molecules of the solute are evenly distributed over both compartments. Taking into account the expression for the chemical potential from Eq. 1.156 it can also be seen that in equilibrium the chemical potential is equal in both compartments

$$\mu_1 = \mu_2 = \mu^0 + kT \ln \left( \frac{c_{\text{equ}}}{c_M} \right),$$  \hspace{1cm} (1.170)

where

$$\mu^0 = -kT \ln q$$  \hspace{1cm} (1.171)

and

$$c_{\text{equ}} = N/2N_N N.$$  \hspace{1cm} (1.172)

Equality of chemical potential over a system in the equilibrium state is valid in general and is equivalent to the condition that a system in equilibrium attains the state with minimal total free energy or minimal total free enthalpy.
Chapter 2

From Lipid Bilayers to Biological Membranes

2.1 Lipid Bilayers

A bilayer of lipid molecules (Fig. 2.1) represents the basic building block of the plasma membrane (Cevc and Marsh, 1987; Lasic and Barenholz, 1996; Rappolt et al., 2004; Rappolt and Pabst, 2008; Tien and Ottova, 2003), enclosing the cell interior. The lipid bilayer is composed of two layers of lipid molecules (Fig. 2.2) (Israelachvili, 1997; Rappolt et al., 2004), which have a water-soluble polar headgroup and a hydrophobic non-polar tail(s). The water-soluble headgroup (Fig. 2.2) is usually charged, having a net positive or negative electric charge or dipole-quadrupole moment. The hydrophobic part of the lipid molecule usually has one or more hydrocarbon chains and is not charged.

2.2 Lipid Vesicles

When closed into "bubbles", bilayers provide a barrier between the "inside" and "outside"; that is, they define closed "compartments". Bubbles of some microns in diameter are often called "vesicles".
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Lipid vesicles with only one phospholipid bilayer are called unilamellar vesicles, while those with more bilayers are multilamellar vesicles (see Fig. 2.4A,B).

Lipid vesicles have a rich diversity of shapes. They are found to transform sequentially through one of several transformation pathways. Even minute asymmetries in the lipid bilayers can cause deformations of the vesicle from spherical to pear-shaped, cup-shaped, budded and string-of-pearls formations (Leirer et al., 2009; Lipowsky, 1991; Markvoort et al., 2006). The variety of shapes is described elsewhere in this book.

Sakashita et al. (2012) reported that the most prominent feature of the observed shape transformations is their step-like progression.
They observed a circular biconcave form as the initial shape in all the pathways and its transformation is reversible up to a certain point in each pathway.

The shape of lipid vesicles is determined mainly by the minimal bending energy for an area to volume ratio (Leirer et al., 2009; Lipowsky, 1991; Mukhopadhyay et al., 2002). The bending energy of lipid membranes and their curvature is frequently studied due to its importance in understanding membrane-related biological processes (Pencer et al., 2001; Umalkar et al., 2011).

The lipid bilayer also undergoes thermal fluctuations (Cevc and Marsh, 1987; Duwe et al., 1990; Faucon et al., 1989; Milner and Safran, 1987; Rappolt and Pabst, 2008). At lower temperatures the lipid bilayer can adopt a solid–gel phase state, while at higher
temperatures it undergoes a phase transition to a fluid state (Israelachvili, 1997; Leirer et al., 2009; Rappolt and Pabst, 2008). Unlike the liquid phase, lipids in the gel phase do not exchange positions. In cell membranes, the two phases coexist in spatially separated regions (Israelachvili, 1997). At a given temperature, some of the components of a complex mixture of lipids are liquid, while others are in the gel phase.
2.3 Biological Membranes and their Composition

In all cell types, prokaryotic and eukaryotic, the membrane envelops the cell interior and separates it from the environment. The cell membrane is sometimes referred to as the plasmalemma. In addition to an external cell membrane, eukaryotic cells also contain internal membranes that form the boundaries of organelles such as mitochondria, chloroplasts, peroxisomes, and lysosomes. These structures are important for functional specialization of intracellular compartments (Berg et al., 2002).

Biological membranes are two-dimensional constituents of a large number of different components (Israelachvili, 1997). The major constituent of any biological membrane is the phospholipid bilayer (Figs. 2.1 and 2.5) which forms a flat sheet around cells of all living organisms and many viruses. It may have a variety of protrusions, which are fundamental to cell shape change and locomotion. In addition, apical evaginations of some epithelial cells like microvilli (Fig. 2.6) are involved in a wide variety of functions, including absorption, secretion, cellular adhesion, and others.
Figure 2.6 Scanning electron micrograph of a mechanically opened digestive gland cell. The mechanical break exposed the cell interior which has a sponge-like appearance. The shape and size of microvilli can be clearly seen. Microvilli cover the apical parts of the digestive gland cells of a terrestrial crustacean. They are formed as cell extensions from the plasma membrane surface (Photo courtesy: AgraMillaku, IMT, Ljubljana).

Apart from lipid molecules (Fig. 2.1), the cell membrane is also composed of proteins and carbohydrates (Fig. 2.5). Proteins may constitute up to 50% of the membrane content. Carbohydrates account for less than 10% of the mass of most membranes and are generally bound either to the lipid or protein components of the membrane.

There are many different types of lipids in cell membranes. The most abundant in biological membranes are phospholipids, which have hydrophilic heads that are soluble in water and hydrophobic tails which are hydrocarbon chains of about 10 carbons (Fig. 2.2). The smaller lipid molecules between the phospholipids are cholesterol which strongly influence the mechanical properties of biological membranes. Without cholesterol, cell membranes would be more fluid and more permeable to some molecules. The amount of cholesterol may vary with the type of membrane. Plasma membranes, for example, may have up to one cholesterol molecule per phospholipid, while some other membranes like those around
bacteria have no cholesterol at all (Alberts et al., 2008). The main types of lipids in cell membranes are cholesterol, glycolipids, phosphatidylcholine, sphingomyelin, phosphatidylethanolamine, phosphatidylinositol, phosphatidylserine, phosphatidylglycerol, diphosphatidylglycerol (cardiolipin), and phosphatidic acid (Cevec and Marsh, 1987; Israelachvili, 1997; Lasic and Barenholz, 1996; McMahon and Gallop, 2005). Each type of cell or organelle has a differing proportion of each lipid, protein, and carbohydrate.

The regions of the cell membrane which generally contain twice the amount of cholesterol, as found in the surrounding membrane, are called lipid rafts (Lingwood and Simons, 2010). They are small nanodomains ranging from 10–200 nm in size. Membrane rafts are assumed to play an important role in cellular signalling, trafficking, structural, and some other processes.

Membrane proteins, the other large group of membrane constituents, are attached to the inner or outer membrane surface, or embedded in the membrane of the cell or organelle (Fig. 2.5). Proteins float in lipids and act as channel proteins, carrier proteins, receptor proteins, cell recognition proteins, or simply enzymatic proteins (Alberts et al., 2008). Proteins are also involved in cell to cell adhesion and attach the membrane to the cytoskeleton. Membrane proteins are very important in cell to cell communication and may be targets of many drugs and diagnostic agents, but also of many toxins and pesticides (Vachon et al, 2012). For example, many organophosphates, which are potent nerve agents, function by inhibiting the action of acetylcholinesterase (AChE) in nerve cells (Williams et al., 2000).

The third large group of membrane components are sugar molecules, which are attached to proteins and lipids on the outer membrane surface (Fig. 2.5) to form glycoproteins and glycolipids, respectively. Carbohydrates are found on the outer surface of all eukaryotic cell membranes and form the cell coating or glycocalyx outside the cell membrane. When they are attached to proteins the complex is called a glycoprotein, while when they are attached to phospholipids they are called glycolipids. Carbohydrates are composed of a variety of different monosaccharides. The glycocalyx has a versatile function in cell protection and recognition. For example, carbohydrates may help to hold adjoining cells together,
or act as sites where viruses, or hormones can be attached (Alberts et al., 2008).

2.4 Intracellular Membranous Structures

In eukaryotes, a variety of membranous structures are found inside cells. Intracellular membrane structures include the endoplasmic reticulum, Golgi apparatus, lysosomes, mitochondria, and chloroplasts. Another intracellular membrane structure is the nuclear membrane which surrounds the cell nucleus. It consists of two lipid bilayers: the inner and outer nuclear membranes. In plants, there is another membranous intracellular structure, the tonoplast which encloses the vacuole of plant cells (Alberts et al., 2008; Cammack et al., 2006). Among the intracellular membranous structures which are less known are lamellar bodies composed of several layers of densely packed membranes (Fig. 2.7).

Multilamellar intracellular structures have been found and described in various vertebrate and invertebrate cell types under normal, stressed, and pathological conditions (see Drobne et al., 2008). Concentric or intracellular lamellar inclusions have a variety of names, for example, lamellar granules, lamellar lysosomes, lamellar bodies, membrane-coating granules, Orland bodies, multilamellar lipids, concentric membranous structures, myelinoid bodies, myelin forms, myelinosomes, cytosomes, multilamellar bodies, osmiophilic lamellar bodies, lamellar structures or lamellar whorls, phospholipid whorls, etc. In the older literature, laminated membranous structures were mainly termed myelinoid bodies or myelinosomes (Drobne et al., 2008). The term “myelin” was primarily used to describe certain fatty substances which, when mixed with water, produce laminated membranous structures. A very detailed morphological description of multilamellar cellular structures was provided for lamellar bodies in lung type II alveolar cells. The lamellar inclusions found in some invertebrate cells are termed lamellar bodies, though their function is not entirely clear yet (Schmitz and Müller, 1991).

Structural investigations of multilamellar cellular inclusions were not possible until the application of lipid-retaining tissue
Figure 2.7 Membranous vesicles inside cells (see Drobne et al., 2008). (A) Scanning electron micrograph of focused ion beam (FIB) milled cell; (B–D) different FIB-milled lamellar bodies inside a cell.

preparation procedures in electron microscopy and freeze-fracturing techniques. The application of focused ion beam (FIB)-scanning electron microscopy (SEM) offered new possibilities in structural research on cellular lamellar structures (Fig. 2.7) (Drobne, 2013).

2.5 Transmembrane Transport

The plasma membrane acts as a selectively permeable membrane that defines the boundary and protects the essential intracellular environment of the cell (Verma and Stellacci, 2010). It physically separates the intracellular components from the extracellular
environment. Due to its hydrophobic nature the lipid membrane prevents hydrophilic molecules from freely crossing the membrane.

By mediating the transport of ions across the membrane, the membrane maintains the electrochemical gradient across the membrane (Cooper, 2000). The ionic gradient is generated and maintained by energy-dependent processes. Due to this gradient the transmembrane electric potential difference is created. This potential difference may help in the exchange of charged particles across the membrane (Alberts et al., 2008; Heinrich et al., 1982; Iglič et al., 1997; McLaughlin, 1989). In mitochondria and chloroplasts, the proton gradient generates a chemiosmotic potential (Alberts et al., 2008).

Cell membrane permeability can be affected by many external factors. Among them are various chemical pollutants and toxins. Toxins are poisonous substances produced by organisms. They are capable of interacting with biological macromolecules and causing disruption (Baptista, 2013). Some toxins create unregulated pores in the membrane of targeted cells. Some of the best known are produced by the bacteria Clostridium septicum and Staphylococcus aureus and the sea anemone Actinia equina (Baptista, 2013).

Cell membrane destabilization can also be caused by many other chemical pollutants and by nanoparticles (see Fig. 2.8A,B). At present, it is believed that products of nanotechnology on coming unintentionally into contact with biological systems first affect cell membranes and only subsequently provoke other cytotoxic responses.

The regulation of cellular transport may be disrupted by formation of a membrane pore leading to various deleterious effects for cells. One of the consequences is uncontrolled entry of water through the membrane pores causing the cell to swell up uncontrollably (Kaneko and Kamio, 2004).

In addition, a rise in the intracellular Ca$^{2+}$ concentration triggers activation of the Ca$^{2+}$ signal pathway which is accompanied by morphological shape changes in microvilli (Lange et al., 1997; Lange, 2000).
Figure 2.8 The change of membrane permeability of the cells that are affected by nanoparticles may be visualized by diffusion of fluorescent molecules such as ethidium bromide (EB) across the membrane into the cells and subsequently, into the nuclei. The Figure shows light micrographs of the median part of the digestive gland tube of woodlouse, Porcellio scaber. (A) In control, untreated animals the nuclei are not stained. (B) In animals treated with TiO$_2$ nanoparticles, the added EB molecules are taken up by cells of the digestive gland tube after nanoparticles destabilize the cell membranes. After diffusion across the cell membrane, EB molecules are intercalated into nuclear DNA where they emit orange fluorescence light. Reprinted from Valant, J., Drobné, D., Sepeć, K., Jemec, A., Kogej, K., and Kostanješek, R. Hazardous potential of manufactured nanoparticles identified by in vivo assay. J. Hazard. Mater., 171, 1–3, pp. 160–165. Copyright 2009, with permission from Elsevier.

2.6 Cell Shape

The other very important function of cell membranes is their involvement in maintaining cell shape (Boal, 2002; Canham, 1970; Deuling and Helfrich, 1976; Evans, 1974; Evans and Skalak, 1980; Hägerstrand et al., 2006; Helfrich, 1973; Iglíč, 1997; Karlsson et al., 2001; Kralj-Iglíč, 2002; Lange, 2000; Lipowsky, 1991; Sackmann, 1994; Zimmerberg and Kozlov, 2006). The actin cytoskeleton has been implicated in altering the membrane shape and form during cell migration, endocytosis, and secretion, and has been postulated to work synergistically with dynamic and coating proteins in several of these important processes (McNiven et al., 2000; Pollard and Cooper, 2009).

The cell membrane is a dynamic structure allowing the cell to grow and change shape as a response to changes in environmental conditions, or as a part of the cell’s normal function (Fig. 2.9). Many cells in the body exhibit dramatic changes in their morphology.
Figure 2.9 Some cells have a dynamic shape. Among them are macrophages with many cell membrane protrusions. The macrophage imaged is attached to the external surface of a digestive gland tube of an invertebrate (terrestrial isopod, Porcellio scaber, Isopoda, Crustacea; Photo courtesy: Francesco Tatti, FEI, Italy).

For example, muscle cells change shape due to contraction, nerve axons due to elongation, many epithelial cells form cell-surface protrusions, etc. One of the possible responses of cells to mechanical stress is a change in their shape. Cells may reduce their size or swell during normal activity or as a response to stress. Many cells change size and shape as a result of stress (Figure 2.10A,B). Lange proposed a mechanism of cellular volume regulation based on transport and ion channel regulation via microvillar structures (Lange, 2000). Cell swelling, using membrane portions of the microvilli, results in shortening of the microvilli. The pool of available membrane lipids is then used for cell swelling, which is proportional to the length and number of microvilli per cell (Lange, 2000).

Cell shape alterations were observed many times as a consequence of exposure of organisms to elevated concentrations of metals (Fig. 2.10A,B)
2.7 Differences in the Membranes of Eukaryotes and Prokaryotes

There are two major groups of cells, prokaryotes and eukaryotes. Among the major differences between them are differences in the composition and function of their cell membrane. In eukaryotic cells, the basic building block of the cytoplasmic membrane is a phospholipid bilayer (Fig. 2.1) containing sterols. Prokaryotic cells lack sterols. Due to the ordering properties of sterols the eukaryotic cell membrane is capable of forming liquid-ordered phases. Very recently, Sáenz et al. (2012) provided evidence of bacterial "sterol surrogates" that are hopanoids. They have the ability to assemble saturated lipids to form a liquid-ordered phase in model membranes. These observations suggest that the evolution of an ordered biochemically active liquid membrane could have developed before oxygenation of the Earth's surface and the emergence of sterols.

The two cell types also differ in their cell walls. Among the eukaryotes plant cells have a cell wall. The eukaryotic cell wall is chemically different from the prokaryotic cell wall and never contains muramic acid. Muramic acid is a form of sugar acid, which has many biological functions as a component in many typical bacterial cell walls. The prokaryotic cell wall is composed of proteins or long chain carbohydrates, but not lipids. Another major difference
regarding membranes between eukaryotes and prokaryotes is related to their internal membranous structures. Eukaryotes have complex internal membranous compartmentalization, containing endoplasmic reticulum, Golgi bodies, lysosomes, mitochondria, etc. (Alberts et al., 2008). These sub-cellular compartments are surrounded by one or more lipid bilayer membranes. They compose the majority of the lipid bilayers in the eukaryotic cell (see Fig. 2.11A,B).

Prokaryotes usually have a simple and often transient internal membranous compartmentalization, if present at all. The intracellular structures which can be seen as primitive organelles in some groups of prokaryotes are in the form of protein-bounded and lipid-bounded organelles. These membranous vacuoles or membrane systems have special metabolic properties (Murat, 2010).
Figure 2.12 Lysosomal membrane permeability assay shows that the control (non-stressed) animals have stable lysosomal membrane (A), whereas the stressed animals have destabilized lysosomal membrane (B).

2.8 Consequences of Membrane Damage

Cellular membranous compartments may be damaged by a variety of factors. A consequence of all types of cell injury is loss of the capacity of the plasma membrane to maintain a proper ionic balance between the intra- and extracellular compartments (Stark, 2005). Under stress, the barrier function of all membranes is affected, not just the plasma membrane. Alterations in mitochondrial outer membrane permeabilization (MOMP) lead to apoptotic and necrotic cell death. Mitochondria serve as the prime source of reactive oxigene species (ROS), as well as being a target for their damaging effects. The earliest consequence of ROS burst is peroxidation which is a critical early event in apoptosis (Ott et al., 2007). As well as MOMP, lysosomal membrane permeabilization (LMP) is also emerging as an important trigger of cell apoptosis (Boya and Kroemer, 2008). Lysosomal membrane permeabilization is a potentially lethal event because it causes the release of cathepsins and other hydrolases from the lysosomal lumen to the cytosol. Lysosomal proteases in the cytosol cause digestion of vital proteins and activate hydrolases, including caspases. The lysosomal membrane is often a target for different contaminants so that membrane permeability is an early indication of the effects caused by chemical pollutants (Fig. 2.12) (Svendsen et al., 2004).

The lysosomal latency (LL) assay and the neutral red retention (NRR) assay are most frequently used for measuring lysosomal
membrane stability. The LL assay estimates differences in the permeability of the lysosomal membrane, measuring the optimal reaction time for lysosomal N-acetyl-b-hexosaminidase activity (Nolde et al., 2006). This biomarker has been well established as one of more reliable of the recommended biomarkers in water quality assessment (UNEP, 1997). The NRR assay is another technique applied for monitoring alterations in the permeability of the lysosomal membrane. This test is based on the retention of the cationic probe neutral red within the lysosomal compartment over time (Fig. 2.12).

Cell damage, including cell membrane damage, if severe enough leads to autophagy. Autophagy is a vital catabolic process that degrades cytoplasmic components within the lysosome. Autophagy operating under normal and pathological conditions plays an essential quality-control function in the cell by promoting basal turnover of long-lived proteins and organelles, as well as by selectively degrading damaged cellular components (Murrow and Debnath, 2013). It is manifested by the presence of autophagic vacuoles. These are double-membraned vacuoles containing cytoplasmic material (Pavelka and Roth, 2010). They undergo a stepwise maturation including fusion with both endosomal and lysosomal vesicles and thus, do not have a constant ultrastructural appearance (Fig. 2.13).

Another disturbance related to phospholipids is cellular phospholipid storage disorder, termed phospholipidosis. Phospholipidosis is the excessive accumulation of intracellular phospholipids due to interactions of different substances (cationic amphiphilic structures) with phospholipids or the enzymes that affect their metabolism (Reasor and Kacew, 2001). This accumulation results in a unique structure in the cells noted as electron-dense lamellar whorls in the cytoplasm when observed with transmission electron microscopy. Electron microscopy is the widely accepted standard for classification of the phospholipidosis effect (Monteith et al., 2006).

Almost 500 compounds were described to induce phospholipidosis (Goracci et al., 2013). These compounds share several common physiochemical properties, including a hydrophobic ring structure on the molecule and a hydrophilic side chain with a charged cationic amine group, hence the class term cationic amphiphilic drugs
Figure 2.13  An autophagous vacuole as seen by SEM after FIB milling of a digestive gland epithelium. Note that the digestive gland epithelium is flat (A), which is an indication that the organism is under severe stress. (B) Membrane around a targeted region of the cell. (Photo courtesy: Francesco Tatti, FEI, Italy).

Figure 2.14  Lamellar body in a digestive gland cell of TiO$_2$ treated model animal, terrestrial isopod *Porcellio scaber* (Unpublished, Photo courtesy: Živa Pipan Tkalc).
(CADs) (Reasor and Kacew, 2001). Phospholipidosis is not directly linked to toxic effects but nevertheless it has to be considered as early as possible during drug discovery. Recently, nanoparticles were also found to provoke phospholipidosis, posing the need for a better understanding and control of this phenomenon (Wang and Petersen, 2013) (Fig. 2.14).

2.9 Cell Membrane Repair

Membrane damage is a reversible process. Rapid plasma membrane repair is essential for cellular survival. Different mechanisms are employed for resealing a membrane lesion, depending on the dimensions of membrane damage (Tam et al., 2010). When cell lesions are below one micron as in electroporation, lipid flow is unimpaired by the tension of the cytoskeleton and membrane repair is independent of calcium and exocytosis. In membrane ruptures near one micron and above, elevation of Ca$^{2+}$ levels triggers fusion of lysosomes with the plasma membrane (Palm-Apergi and Hallbrink, 2011; Steinhardt, 2005). When a much larger area of membrane is damaged, a massive endocytosis is needed to seal the rupture. The motor proteins kinesin and myosin have been proposed to deliver vesicles to the cell periphery where Ca$^{2+}$-dependent exocytosis repairs the damaged membrane (Steinhardt, 2005).
Chapter 3

Lipid Vesicles as Experimental Tools

Due to the high degree of resemblance to biological membranes, lipid vesicles are attracting a great deal of attention as a model cell membrane system. Since the cellular membrane function is fundamentally related to its essential constituent, the phospholipid bilayer (Fig. 2.1), the lipid vesicle studies could provide many answers related to biological membranes (Fig. 3.1). Vesicles enable studies to be made of biological membrane structure, self-assembly properties, phase behaviour, transport, and elasticity properties, as well as their interactions with ions, macromolecules, or products of nanotechnologies.

Lipid vesicles are closed structures in which one lipid bilayer separates an aqueous inner compartment from the external aqueous medium. Since the same situation occurs in the membranes of biological cells, lipid vesicles have therefore been considered as possible cell precursors during the prebiological era on Earth (Luisi et al., 1999). In addition, the high molecular complexity of the lipid bilayer due to controlled peptide binding may be crucial in allowing early evolution of life on Earth.

The first boundary membranes were most probably formed by spontaneously aggregating amphiphiles, synthesized in prebiotic
Figure 3.1 (A, B) Extrusion of small vesicles filled with aqueous solution, which was removed during the preparation procedure and thus, the vesicle appears empty. The images (C, D) show vesicles opened by focused ion beams in order to expose the contents. The upper and lower left images show the extrusion of vesicles filled with a lipid non-water soluble content. The sample preparation procedure selected preserved the lipids. The images were taken from the digestive gland cells of an invertebrate (terrestrial isopod, Porcellio scaber, Isopoda, Crustacea (Photo courtesy: Francesco Tatti, FEI, Italy)).

conditions. Such vesicles can enclose functional polymers, take up precursors, and even grow and divide (Laiterä and Lehto, 2009).

3.1 Types of Lipid Vesicles and Their Applications

Very early knowledge on biological membranes came from experiments on erythrocytes. Already in 1925, Gorter and Grendel (1925)
performed a very interesting experiment which demonstrated that a lipid bilayer is an element of the cell membrane structure. They extracted the lipid from human erythrocytes and introduced this lipid to an air–water interface. At this interface, the lipid formed a monolayer. They measured the area of the interface covered by the lipid and found the relationship between the surface area of the monolayer and the surface area of the red blood cell. The surface area of the lipids corresponded to twice the surface area of the erythrocyte (Gorter and Grendel, 1925).

Already in the 1960s, lipid vesicles were studied in many laboratories as model membranes (Miyamoto and Stoecken, 1971) (Fig. 2.4). In the 1970s, several practical applications of lipid vesicles emerged, most notably in drug delivery (see Lasic, 1998). Up to now, thousands of papers on numerous medical applications of lipid vesicles in various pre-clinical models were published (Lasic, 1998). Now we know that lipid vesicles are an indispensable tool in different disciplines, including theoretical physics, biophysics of membranes, membrane chemistry, and membrane biology (Lasic, 1998; Iglić, 2004; Rappolt et al., 2004; Rappolt and Pabst, 2008).

Lipid vesicles vary in size, surface charge, shape, and number of lamellae. According to the number of lamellae, they are classified as unilamellar or multilamellar (Walde et al., 2010). Their surface charges, then classifies vesicles into anionic, cationic, and neutral lipid ones. On the basis of their size, they are categorized into three groups, that is, vesicles with a diameter ranging from (i) 30 to 50 nm are referred to as small vesicles (SUVs); (ii) 100 to 200 nm are referred to as large vesicle (LUVs), and (iii) those reaching a size up to 100 μm are giant vesicles (GUVs). The GUVs are visible under the light microscope and as such, of particular interest as experimental tools.

3.2 Vesicles as Cell Membrane Models

Natural membranes are very complex, therefore many different model systems have been created to simplify the system so that the roles of individual components, their organization and dynamics can be assessed (for a review see Chan and Boxer, 2007).
The model membrane systems are versatile (see Tien and Ottova, 2003). They include vesicles where a lipid bilayer is rolled up into a spherical shell, planar supported bilayers which sit on a solid support, tethered bilayer lipid membranes where the bilayers are tethered to a surface by hydrophilic segments, low molecular weight polymers, bilayer islands wrapped by proteins, fragments from natural cell membranes, etc. Micelles, bicelles, and nanodiscs also form a group of model membrane systems. In micelles, the hydrophilic heads of lipids are exposed to a solvent and their hydrophobic tails are oriented to the centre. Bicelles are made of two lipids, one of which forms a lipid bilayer while the other forms an amphipathic, micelle-like assembly shielding the bilayer centre from surrounding solvent molecules. Nanodiscs consist of a segment of bilayer encapsulated by an amphipathic protein coat (Chan and Boxer, 2007).

Of all these, GUVs are best suited to serve as model cell membrane systems. Therefore, they are considered as abiomimetic cell-sized reactors or model membrane systems (Martinho et al., 2011; Umalkar et al., 2011). The GUVs can be formed from different lipid mixtures and they sustain a wide range of physical conditions such as pH, pressure, or temperature. In comparison to SUVs and LUVs, they have larger diameters and possess a much higher average membrane curvature which is similar to that of cell membranes. In addition, morphological information about SUVs and LUVs is difficult to obtain owing to their invisibility to conventional microscopic approaches. However, the average diameter of the GUVs reaching up to 100 μm could be investigated by means of a fluorescent or confocal microscope. For such purposes an appropriate fluorescent probe is incorporated into the lipid phase during vesicle formation.

### 3.3 Computational Modelling of Lipid Membranes

Modern investigations of molecular structures are highly dependent on computational modelling. Computer simulations have become a well-established tool in lipid membrane research (Rabinovich and Lyubartsev, 2013). This approach can give essential structural and dynamic information with atomic level resolution.
A characteristic feature of lipids in bilayers, in vivo under physiologically relevant conditions is that they exist in a liquid crystalline phase. This state is characterized by a high degree of disorder, making its detailed structure difficult to describe.

Consequently, experimental measurements of the structural and dynamic properties of a disordered system give averages of the behaviour of many lipids over a time interval and not individual ones. In such cases, numerical simulation is often a useful tool for investigating the behaviour of such complex systems (Rabinovich and Lyubartsev, 2013). The first simulation of a lipid monolayer using molecular dynamics was made in the 1980s (Kox et al., 1980). It is now known that computer simulations of various lipid membrane systems allow an understanding of the molecular basis of the relations between chemical structure and physical properties of various lipid molecules and membrane inclusions.

3.4 Preparation of Lipid Vesicles to Serve as Experimental Tools

Lipid vesicles occur naturally or can be prepared artificially from surfactants, phospholipids, or block copolymers. Their common feature is the presence of hydrophilic heads and hydrophobic tails in the molecules and when exposed to water, they avoid exposure of their hydrophobic core to water (Li, 2013). Both lipid vesicles and polymer vesicles are used as experimental tools. They are both composed of a bilayer of amphiphiles enclosing an aqueous compartment. But they differ in the characteristics of their building blocks. Lipid vesicles are composed of phospholipids with a molecular weight well below 1 kDa, whereas polymer vesicle are built of amphiphilic copolymers with a molecular weight up to 100 kDa (Li, 2013). The latter are tougher, less permeable and with a more robust membrane. They are therefore, alternatives to lipid vesicles in, in vivo imaging and cellular delivery.

Different preparation methods provide different types of vesicles which vary in size, polydispersity, surface potential, degree of ionisation, thermotropic phase behaviour, permeability, physical stability, etc. (Segota and Tezak, 2006).
As unilamellar vesicles are often the preferred ones for different experimental purposes, several methods have been developed for their formation, including sonication, reverse evaporation from organic solvents, detergent dialysis, pressure–mechanical filtration, the swelling of phospholipid bilayers in water in the presence of an AC electric field, etc. (for a review see Segota and Tezak, 2006).

In biochemical and biophysical studies of membranes, vesicles of different sizes are very often prepared in aqueous buffer solutions by electroformation. The preferred diameter of GUVs varies from 10 to 60 μm (Fig. 3.2).

3.5 Examples of Nanoparticle–Membrane Interactions Studies

3.5.1 Morphological Dynamics of Lipid Vesicles

Shape transformation is an intrinsic characteristic of vesicles, reflecting changing environmental conditions (Hirst et al., 2013; Yuan et al., 2010). Since GUVs are large enough to allow direct microscopic observation, many investigations have been carried out on their morphological dynamics in response to temperature,
chemicals, osmotic stress, detergents, a magnetic field or nano-materials (Diguet et al., 2012). At a given area to volume ratio, membrane shape transformations are governed by the minimum of the membrane elastic free energy (Boal, 2002; Canham, 1970; Deuling and Helfrich, 1976; Evans, 1974; Evans and Skalak, 1980; Hägerstrand et al., 2006; Helfrich, 1973; Iglič, 1997; Kralj-Iglič et al., 2001b; Leirer et al., 2009; Lipowsky, 1991; McMahon and Gallop, 2005; Sackmann, 1994; Zimmerberg and Kozlov, 2006). Understanding membrane curvature (see Chapter 5) is important for elucidating membrane-related biological processes (Deserno, 2009; Tomita et al., 2011).

Vesicles were found to transform sequentially in a well-defined manner through one of several transformation pathways. A prominent feature of the shape transformations of vesicles is their step-like progression (Sakashita et al., 2012). These authors observed a circular biconcave form as the initial shape in all pathways and its transformation is reversible up to a certain point in each pathway. Consequently, polydispersity of shapes is a characteristic of a population of vesicles and has to be considered before any application or experimental use (Bibi et al., 2011).

3.5.2 Examples of Nanoparticle–Membrane Interactions: Studies with Artificial Lipid Membranes

Among the most recent applications of lipid vesicles in scientific studies are those in the field of NP–biological membrane interactions (Li and Malmstadt, 2013; Zupanc et al., 2012). Nanoparticles (NPs) are particles having at least one dimension below 100 nm. Material of this size has numerous novel properties which distinguish it from bulk material. This is because NPs have a greater surface area per weight than larger particles rendering them more reactive. When used in medicine, pharmacy, or the food industry. They come into direct contact with biological membranes purposely or unintentionally (Karagkiozaki et al., 2012). Understanding the interaction of NPs with biological membranes and their trafficking across the cell membrane is imperative for their successful application (Verma and Stellacci, 2010).
On the basis of research with GUVs, Li and Malmstadt (Li and Malmstadt, 2013) reported that NP interactions with membranes are nonspecific, driven by the electrostatic interaction between the lipid phosphate group and the NP surface. Nanoparticle binding to the membrane could be accompanied by many events. Among them are membrane pore formation (Li and Malmstadt, 2013) which is reported to be a result of both positively or negatively charged particles (Negoda et al., 2013). The results of these authors suggest that NP adhesion imposes surface tension on biomembranes via a steric crowding mechanism, leading to poration. The phenomenon is potentially a physiologically relevant mode of interaction between NPs and biomembranes, and may help in explaining observed plasma membrane permeabilization in the presence of broad classes of NPs (Fig. 2.8) (Valant et al., 2012). Changed membrane permeability could also arise from a reduction in density of the plasma membrane or changes in plasma membrane content (Leroueil et al., 2007).

3.5.3 Cell Membrane–Nanoparticle Interactions and Internalization

The effects of the surface properties of NPs on their interactions with cell membranes were reviewed by Verma and Stellacci (2010). In medical applications, most interest is focused on NP internalization.

For the cellular uptake of materials, both active and passive internalization have been proposed (Iversen et al., 2011). Specific internalization requires the cell to have an active role, while non-specific internalization is a random processes in which the cell has no active involvement. An important example of the specific uptake mechanism is receptor-mediated endocytosis. This includes selected extracellular macromolecules and inter-cellular signalling. This process is regulated by plasma membrane receptors that are only activated by receptor-specific ligands. Non-specific cellular uptake refers to the process of receptor-free material internalization. In almost all eukaryotic cells, non-specific uptake is dominated by pinocytosis (Alberts et al., 2008).
Figure 3.3  (A) Vesicles may undergo dynamic shape transitions in time and as a result of external agents; (B) Micrograph of POPC lipid vesicles; (C,D) Variety of intracellular vesicles investigated by (C) TEM (Photo courtesy: Ž. Pipan Tkalec) and (D) FIB/SEM (Photo courtesy: F. Tatti, FEI Italy, Italy).

To improve particle recognition and specific uptake by cells, efforts have been devoted to the surface modification of materials with ligands that bind specifically to membrane receptors (Ding and Ma, 2012; Kelf et al., 2010). These authors reported that not only the chemical but also the physical parameters of ligands can govern the NP–cell interaction, which may give some significant insights into future NP design for drug delivery.

Nanoparticles were also reported to be taken up following a passive uptake process, consisting of two steps (Ding and Ma, 2012). First, the particles are adsorbed on the plasma membrane, which could be followed by internalization.

In nanotoxicity, all types of interactions between NPs and cells are studied, as well as their consequences. It was reported that neutral functional groups are less active in unwanted NP–biological
Figure 3.4 Lipid vesicles incubated with buffer solution of plasma apolipoprotein H. After addition of apolipoprotein H adhesion between vesicles took place. Also, the membrane of some vesicles became permeable to sugar so the inside and the outside solutions mixed (A, white arrow). Lateral segregation of membrane material was also observed (B). Bar = 100 μm.

interactions, whereas most charged functional groups actively interact with NPs (Verma and Stellacci, 2010). The interactions between cells and particles without any targeting ligand are poorly understood and remain a challenge for the future.

3.6 Conclusions

Lipid vesicles are one of the most favoured tools in a variety of scientific fields. There are hundreds of papers covering this topic. Among the most recent experimental studies where lipid vesicles are becoming a useful tool are nanobiology, nanomedicine, nanotoxicology, etc. The already available products of these new technologies have definitely established the position of NPs in modern life, and likewise have established new nano-inspired research fields.

The aims of bio-nano studies are multiple. Firstly, it is successful application of new products in medicine, pharmacy, and everyday life products. Secondly, this knowledge may help to characterize the membrane disruption potential of NPs as an intrinsic property and next, to link the biological potential of NPs and their toxic effects. Understanding NP-induced defects in biological membranes is among the major challenges of bio-nano related fields of research. In the future, research on NP-membrane interactions needs to advance towards understanding the mechanism(s) of interaction,
hopefully leading to less hazardous nanotechnologies. Some of the most frequently used methods in vesicle studies and some less known and newer are ones presented in the next chapter. Time will tell which applications of NPs will prove to be successful and safe enough, and which not.
Chapter 4

Some Experimental Techniques for Studying the Structure and Properties of Lipid Vesicles and Other Lipid Self-Assembled Structures

Techniques for studying the structure and properties of lipid vesicles and some other lipid self-assembled structures range from direct visualization (optical, electron, or atomic force microscopy) to scattering techniques, among them light scattering (LS), small angle neutron scattering (SANS), and small angle X-ray scattering (SAXS) (Rappolt et al., 2004; Rappolt and Pabst, 2008).

A variety of techniques are available for imaging lipid vesicles. These include light microscopy, electron microscopy (EM), and atomic force microscopy (AFM). A very promising technique for direct imaging of the dynamics of lipid bilayer morphological alterations is optical (video) microscopy (Diguet et al., 2012; Haluska et al., 2006). Standard 2-D light or electron microscopy provides an image of the cross-section of the object that may not capture many of its features. Image processing to extract the 3-D shape of the object is a considerable challenge. For such purposes
confocal laser microscopy has been the method of choice for many years (Sakashita et al., 2012).

The plethora of techniques for imaging liposomes and other lipid bilayer structures (vesicles) were reviewed by Bibi et al. (2011). Light microscopy is among the most frequently used techniques for imaging larger lipid vesicles such as multilamellar and giant unilamellar lipid vesicles. However, the more detailed physical properties of lipid vesicles need to be investigated by other microscopy techniques like fluorescence and confocal microscopy and various electron microscopy techniques such as transmission (TEM), cryo, freeze-fracture, and environmental scanning electron microscopy (SEM).

### 4.1 Light Microscopy

Phase contrast microscopy is based on the phase shifts in light passing through a transparent specimen and reveals many structures that are not visible with a simpler bright field microscope. Phase-contrast light microscope is a very convenient tool for observing the size and shape of lipid vesicles (Fig. 4.1) (Zupanc et al., 2012).
Figure 4.2  Fluorescent microscopy of GUVs.

New light microscopy approaches, such as two-photon microscopy, allow a more detailed visualization of lipid vesicles. This is a fluorescence imaging technique that allows imaging in depth. High-resolution fluorescence imaging using two dyes may provide direct information on the coupling between the inhomogeneous lateral distribution of membrane components (i.e., local membrane composition) and the local membrane curvature of the membrane of lipid vesicles (Baumgart et al., 2003).

For investigating lipid vesicles by electron microscopy, TEM and SEM are frequently used (Figs. 4.3, 4.4). In these measurements the selection of the method of sample preparation plays a very important role. For example, in the case of TEM investigation the lipid vesicles may be spread over a copper grid coated with carbon (Chakraborty et al., 2008) and negatively stained with 2% (v/v) phosphotungstic acid (PTA) and investigated by TEM at 80 kV and/or 200 kV with a resolution of 0.2 nm.

For SEM investigation of lipid vesicles, fixation is usually performed by incubation in a solution of a buffered chemical fixative, such as glutaraldehyde, sometimes in combination with formaldehyde and other fixatives, and optionally followed by
postfixation with osmium tetroxide (Drobne, 2013). The fixed tissue is then dehydrated. The dry specimen is mounted on a specimen stub using electrically conductive double-sided adhesive tape, and sputter coated with gold or gold-palladium alloy before examination in the microscope.

4.2 Atomic Force Microscopy

Atomic force microscopy (AFM) (Reviakine and Brisson, 2000) has also been frequently used for investigating the properties of lipid vesicles. AFM or scanning force microscopy (SFM) is a very high-resolution type of scanning probe microscopy. Among other information AFM measurements may provide the 3-D surface profile of lipid vesicles. The outstanding advantage of using AFM in lipid vesicle research is that it allows investigation in situ and in real time processes of vesicles formation or transformation. In addition, samples viewed by AFM do not require any special treatment that would affect the sample surface. Most AFM devices may operate in ambient air or even in a liquid environment.
Figure 4.4  Scanning electron microscopy of vesicles secreted by digestive gland cells (Photo courtesy: F. Tatti, FEI, Italy).

4.3 Small-Angle X-Ray Scattering

Small angle X-ray scattering belongs to the family of X-ray scattering techniques used in the characterization of different organic materials (Rappolt et al., 2004; Rappolt and Pabst, 2008; Yaghmur et al., 2010; Yaghmur and Rappolt, 2012; Zupanc et al., 2012). SAXS is not a direct imaging technique, but may still provide detailed information on the shape and size of organic macromolecules, information on characteristic distances of partially ordered self-assembled organic-biological structures up to 150 nm, data on pore size in different lipid structures and structural information about biological macromolecules in the range between 5 and 25 nm. In the application of SAXS in lipid research, elastic scattering of X-rays of wavelength 0.1–0.2 nm is utilized to study the physical and structural properties of the lipid vesicles (Fig. 4.5) and to detect inhomogeneities in the nanometer range at very low angles of scattered X-rays (typically 0.1–10 degrees).
Figure 4.5 Optothermally induced structural changes in multilamellar vesicles loaded with hydrophilic gold nanoparticles. Synchrotron time-resolved SAXS experiments combined with UV light source irradiation demonstrated that the structural pathway from the fluid lamellar phase ($L_\alpha$) to an inverted hexagonal phase ($H_{II}$) passes through an intermediate state of uncorrelated membranes. The electron density profile of the $L_\alpha$-phase is shown at the far left, and the electron density map of the $H_{II}$-phase is shown on the far right. For the $H_{II}$-phase, the electron density values are colour coded. Reprinted with permission from Yaghhmur, A., Paasonen, L., Ylipertula, M., Urtti, A., and Rappol, M. Structural elucidation of light activated vesicles. *J. Phys. Chem. Lett.* 1, pp. 962–996. Copyright 2010 American Chemical Society.
Mathematical Description of the Curvature of Biological Nanostructures

Biological surfaces may in the first approximation be considered as smooth surfaces that can be described by two principal radii (inverse curvatures) at each point of the surface. In the following, the mathematical definition of the two principal curvatures $C_1$ and $C_2$ is be briefly described.

The position of an arbitrary point $P$ on the surface (Fig. 5.1) is determined by position vector $\mathbf{r}$, which is a function of two parameters $u$ and $v$:

$$\mathbf{r}(u, v) = (x_1(u, v), x_2(u, v), x_3(u, v))$$  \hspace{1cm} (5.1)

where, $x_i(u, v)$ are the coordinates of the vector $\mathbf{r}$. Partial derivatives of $\mathbf{r}(u, v)$ with respect to $u$ and $v$ (the vectors $\mathbf{r}_u$ and $\mathbf{r}_v$) define the tangential plane at the point $P$ on the surface:

$$\mathbf{r}_u(u, v) = \frac{\partial \mathbf{r}}{\partial u},$$  \hspace{1cm} (5.2)

$$\mathbf{r}_v(u, v) = \frac{\partial \mathbf{r}}{\partial v}.$$  \hspace{1cm} (5.3)

At every point $P$, on the surface, one can also find a vector normal to the surface ($\mathbf{n}$) and the corresponding normal plane, which contains the normal vector $\mathbf{n}$ (Fig. 5.1). The cross-section
of the surface with the normal plane defines the curve called the normal cut. The curvature of this curve is called the curvature of the normal cut and is denoted by $C = 1/R$, where, $R$ is the radius of curvature. The curvature of the normal cut is determined by the fraction (Korn and Korn, 1968):

$$1/R = \frac{L du^2 + 2M du dv + N dv^2}{E du^2 + 2F du dv + G dv^2}, \quad (5.4)$$

where $E$, $F$, and $G$ are the coefficients of the first fundamental form (Korn and Korn, 1968):

$$E = r_u \cdot r_u, \quad (5.5)$$

$$F = r_u \cdot r_v, \quad (5.6)$$

$$G = r_v \cdot r_v, \quad (5.7)$$

while $L$, $M$, and $N$ are the coefficients of the second fundamental form (Korn and Korn, 1968):

$$L = (r_{uu}, r_u, r_v)/W, \quad (5.8)$$

$$M = (r_{uv}, r_u, r_v)/W, \quad (5.9)$$

$$N = (r_{vv}, r_u, r_v)/W, \quad (5.10)$$
where
\begin{align*}
\mathbf{r}_{uu} &= \frac{\partial^2 \mathbf{r}}{\partial u^2}, \\
\mathbf{r}_{uv} &= \frac{\partial^2 \mathbf{r}}{\partial u \partial v}, \\
\mathbf{r}_{vv} &= \frac{\partial^2 \mathbf{r}}{\partial v^2},
\end{align*}
and
\begin{equation}
W = \sqrt{EG - F^2} .
\end{equation}

It can be seen from Eq. 5.4 that the curvature of the normal cut depends on differentials \(du\) and \(dv\), that is, on the direction in which the surface is cut by the normal plane. There are an infinite number of normal planes containing the same surface point \(P\), but only two orthogonal normal planes contain the curves of intersection having maximal and minimal curvature (Fig. 5.1, Korn and Korn, 1968). These two curvatures are defined as the two principal curvatures \(C_1\) and \(C_2\) of the surface at the given point \(P\).

In the following, we briefly describe the mathematical procedure for determining the normal planes corresponding to the maximal and minimal curvature of the normal cut (Fig. 5.1). First, Eq. 5.4 is rewritten by introducing the variables \(\tilde{\alpha}\) and \(\tilde{\beta}\) as follows:
\begin{equation}
1/R = I\tilde{\alpha}^2 + 2M\tilde{\alpha}\tilde{\beta} + N\tilde{\beta}^2 ,
\end{equation}
where
\begin{equation}
\tilde{\alpha} = du/ds
\end{equation}
and
\begin{equation}
\tilde{\beta} = dv/ds .
\end{equation}

The variables \(\tilde{\alpha}\) and \(\tilde{\beta}\) are not independent but are connected through the relation
\begin{equation}
E\tilde{\alpha}^2 + 2F\tilde{\alpha}\tilde{\beta} + G\tilde{\beta}^2 - 1 = 0 .
\end{equation}

which follows directly from
\begin{equation}
ds^2 = E du^2 + 2F du dv + G dv^2
\end{equation}
and Eqs. 5.16 and 5.17.
The minimization problem of finding the extrema of curvature $1/R$ (Eq. 5.15) which obeys the constraint 5.18 is stated by constructing a function:

$$\mathcal{L}(\hat{\alpha}, \hat{\beta}) = L\hat{\alpha}^2 + 2M\hat{\alpha}\hat{\beta} + N\hat{\beta}^2 - C(E\hat{\alpha}^2 + 2F\hat{\alpha}\hat{\beta} + G\hat{\beta}^2 - 1),$$  \hspace{1cm} (5.20)

where $C$ is the Lagrange multiplier. The Lagrange multiplier $C$ can be shown to be equal to $1/R$. The function $\mathcal{L}(\hat{\alpha}, \hat{\beta})$ attains its stationary point when its partial derivatives with respect to $\hat{\alpha}$ and $\hat{\beta}$ are equal to zero:

$$\frac{\partial \mathcal{L}}{\partial \hat{\alpha}} = 0,$$  \hspace{1cm} (5.21)

$$\frac{\partial \mathcal{L}}{\partial \hat{\beta}} = 0.$$  \hspace{1cm} (5.22)

From Eqs. 5.21 and 5.20, it follows:

$$L\hat{\alpha} + M\hat{\beta} - C(E\hat{\alpha} + F\hat{\beta}) = 0,$$  \hspace{1cm} (5.23)

while Eqs. 5.22 and 5.20 yield

$$M\hat{\alpha} + N\hat{\beta} - C(F\hat{\alpha} + G\hat{\beta}) = 0.$$  \hspace{1cm} (5.24)

Equations 5.23 and 5.24 form a system of two homogeneous linear equations for two unknowns $\hat{\alpha}$ and $\hat{\beta}$. The trivial solution of this system of equations $\hat{\alpha} = \hat{\beta} = 0$ cannot satisfy the conditions 5.18. A non-trivial solution exists exactly in the case when (Korn and Korn, 1968):

$$(EG - F^2)C^2 - (EN + GL - 2FM)C + (LN - M^2) = 0.$$  \hspace{1cm} (5.25)

Equation 5.25 has two real solutions for $C = 1/R$: $C_1 = 1/R_1$ and $C_2 = 1/R_2$, which are defined as the principal curvatures (Fig. 5.1), where $R_1$ and $R_2$ are the corresponding principal radii, which may also attain negative values (Fig. 5.2).

The sum and the product of the two principal curvatures define the mean curvature $H$ and the Gaussian curvature $K$:

$$C_1 + C_2 = \frac{EN + GL - 2FM}{EG - F^2} = 2H,$$  \hspace{1cm} (5.26)

$$C_1C_2 = \frac{LN - M^2}{EG - F^2} = K.$$  \hspace{1cm} (5.27)

The mean curvature $H$ and the Gaussian curvature $K$ are defined uniquely at every point on the surface. In the special case of a
shape with rotational symmetry around the $y$-axis, we express the coordinates $x_1, x_2,$ and $x_3$ via parameters $u \equiv x$ in $v \equiv \varphi$:

$$x_1 = x \cos \varphi, \quad x_2 = x \sin \varphi, \quad x_3 = y(x); \quad \varphi \in [0, 2\pi]. \quad (5.28)$$

The position vector can be then expressed as (see also Eq. 5.1):

$$\mathbf{r}(x, \varphi) = \left( x \cos \varphi, x \sin \varphi, y(x) \right) \quad (5.29)$$

Taking into account Eqs. 5.5-5.14, we can solve the system of Eqs. 5.26 and 5.27 to get the principal curvatures $C_1$ and $C_2$ in the form:

$$C_1 = -\frac{y''}{(1 + y'^2)^{3/2}}, \quad (5.30)$$

$$C_2 = \frac{1}{y(1 + y'^2)^{1/2}}, \quad (5.31)$$

where $y' = dy/dx$ and $y'' = d^2y/dx^2$. Due to axial symmetry the principal radii of curvature $R_1$ and $R_2$ point along the meridians and parallels: $C_1(x)$ is the principal curvature along the meridians and $C_2(x)$ the principal curvature along the parallels. The signs of the principal curvatures are chosen so that the principal curvatures of the sphere is positive.

In a tensor notation, both principal curvatures can be written as a diagonalized curvature tensor:

$$\mathbf{C} = \begin{bmatrix} C_1 & 0 \\ 0 & C_2 \end{bmatrix}. \quad (5.32)$$

Within the theory of membrane elasticity, the membrane curvature at a given point is usually described by the mean ($H$) and the Gaussian curvature ($K$), that are invariants of the curvature tensor $\mathbf{C}$ (Eq. 5.32). The mean curvature $H$ is related to the trace of the curvature tensor $\mathbf{C}$, and the Gaussian curvature $K$ is the determinant of $\mathbf{C}$ (Seddon and Templer, 1995):

$$H = \frac{C_1 + C_2}{2}, \quad (5.33)$$

$$K = C_1 C_2. \quad (5.34)$$
Figure 5.2 Schematic illustration of the two principal curvatures $C_1 > 0$ and $C_2 < 0$ of a saddle-like membrane surface.

For planar and spherical surfaces the two principal curvatures are equal, while for saddle-like (Fig. 5.2) and cylindrical planes the principal curvatures are different. High anisotropy in the curvature (i.e., a large difference between the two principal curvatures) has been revealed in numerous membrane systems, for example, in phospholipid bilayer nanotubes (see Iglič et al., 2003; Kralj-Iglič et al., 2001a; Kralj-Iglič, 2002; Mathivet et al., 1996), torocytic endovesicles of erythrocyte membranes (Bobrowska-Hägerstand, 1999; Fošnarič et al., 2002), phospholipid bilayer membrane pores (Fošnarič et al., 2003; Kandušer et al., 2003), and narrow necks of phospholipid bilayers connecting buds to the parent membrane (Kralj-Iglič et al., 2006). Instead of the Gaussian curvature, to explain the stability of these structures, another invariant is advantageous in description of the membrane free energy, namely the curvature deviator $D$ (Kralj-Iglič et al., 2006):

$$D = |C_1 - C_2|/2.$$  \hspace{1cm} (5.35)

The invariants, $H$, $K$, and $D$ are inter-connected through the relation:

$$H^2 = D^2 + K,$$  \hspace{1cm} (5.36)

meaning that the description using $H$ and $K$ is mathematically equivalent to the description with $H$ and $D$. 
Chapter 6

Lipid Nanostructures

6.1 Polymorphism of Lipid Nanostructures and Intrinsic Shapes of Lipid Molecules

Phospholipid molecules can be described as composed of two parts: a multipolar headgroup and two carbohydrate \((\text{CH}_2)_n\text{-CH}_3\) tails. The two tails may be of different lengths and may also contain double bonds between the carbon atoms (for a thorough description of different phospholipid molecules, see Cevc and Marsh, 1987; Israelachvili, 1997). When mixed with water or electrolyte solution, above a certain threshold concentration the phospholipid molecules self-assemble into different lipid structures/aggregates (Fig. 6.1) so that the tails are hidden from the water, while the hydrophilic parts of the molecules (phospholipid headgroups) are in contact with the water or electrolyte solutions (Cevc and Marsh, 1987; Israelachvili, 1997). In this way the least number of hydrogen bonds between the water molecules are broken due to the presence of phospholipid molecules. Among the possible objects that may be formed by aggregation of lipid molecules, spherical aggregates of single-chained lipids (surfactants) (Fig. 6.1A) are the smallest. Double-chained lipids can aggregate into unilamellar lipid bilayers (Fig. 6.1C) that may be closed into vesicles (Fig. 6.6) and separate
Figure 6.1 Schematically depicted polymorphism of phospholipid aggregates. Aggregated forms with the corresponding isotropic and anisotropic shapes of phospholipid molecules: a spherical micelle (A), a cylindrical micelle (B), a bilayer (C), an inverted cylinder (D), and an inverted spherical micelle (E) (Perutková et al., 2009).

an internal compartment from the continuous phase of the solution. Multilamellar lipid bilayers (Fig. 6.3) and vesicles can also be formed by a number of lipids.

The curvature of lipid aggregates/structures depends on the intrinsic shape of the phospholipid molecules (Fig. 6.1). Hence, non-cylindrically shaped phospholipid molecules self-assemble in water solution into non-planar structures.

For a lipid monolayer of finite thickness the following convention was adopted (see Seddon and Templer, 1995). When the pivotal
Figure 6.2 Sign convention of the curvature $C = C_1 \cos^2 \beta + C_2 \sin^2 \beta$ of the normal cut of a lipid monolayer, where, $C_1$ and $C_2$ are the two principal curvatures (see Fig. 5.2). The curvature $C$ is positive when the monolayer is bent towards the chain region and negative when the monolayer is bent towards the water region. The angle $\beta$ describes the orientation of the normal cut with respect to the principal direction, corresponding to the largest curvature (see Fig. 5.1) (Perutková et al., 2009).

plane (defined as the plane whose area does not change upon bending deformation; see Leikin et al., 1996) bends towards the chain region the monolayer curvature is considered positive ($C > 0$), whereas when the pivotal plane bends towards the water region the monolayer curvature is considered negative ($C < 0$) (Fig. 6.2). According to this convention the mean curvature $H$ can be positive or negative, that is, the monolayer can be regular or inverted. For positive values of the Gaussian curvature, $K$ the monolayers are naturally convex or concave to form closed shells, micelles or inverted micelles. On the other hand, when $K$ is negative the principal curvatures have opposite sign, that is, the monolayer has a saddle-like shape (see Seddon and Templer, 1995).

The tendency for the shape of the monolayer to bend without any external torques and forces is called the spontaneous (intrinsic) curvature (see Mouritsen, 2005). The definition of the principal intrinsic curvatures that define the intrinsic shape of lipid molecules (see Fig. 7.1) is very similar to the description of membrane curvature. The principal intrinsic curvatures are defined as

$$C_{1m} = \frac{1}{R_{1m}},$$

(6.1)
Figure 6.3  Schematic diagram and the corresponding electron density map of the lamellar fluid ($L_\alpha$) phase (left) and of the inverted hexagonal ($H_{II}$) phase (right). The configurations of the lipid molecules are indicated. In the $L_\alpha$ phase both principal curvatures are equal to zero, while in the $H_{II}$ phase one of the principal curvatures is equal to zero and the other one is negative. The data for the electron density reconstructions are taken from Rappolt et al. (2003). The maps depict POPE-water structures at the phase transition temperature of 74°C (compare also Table 7.1). Reprinted with permission from Mareš, T., Daniel, M., Perutková, Š., Perne, A., Dolinar, G., Iglič, A., Rappolt, M., and Kralj-Iglič, V. Role of Phospholipid Asymmetry in the Stability of Inverted Hexagonal Mesoscopic Phases. J. Phys. Chem. B., 112(51), pp. 16575–16584. Copyright 2008, American Chemical Society.

and

$$C_{2m} = \frac{1}{R_{2m}},$$  \hspace{1cm} (6.2)

where $R_{1m}$ and $R_{2m}$ are the principal radii of a monolayer that would completely fit the molecule (see also Iglič and Kralj-Iglič, 2003; Kralj-Iglič et al., 2004). Written in tensor notation:

$$C_m = \begin{bmatrix} C_{1m} & 0 \\ 0 & C_{2m} \end{bmatrix},$$  \hspace{1cm} (6.3)

where $C_m$ is defined as the intrinsic curvature tensor (see Kralj-Iglič et al., 2004, 2006).
In a similar way to the mean curvature $H$ and to curvature deviator $D$ we can define the mean intrinsic curvature:

$$H_m = \frac{C_{1m} + C_{2m}}{2}$$  \hspace{1cm} (6.4)\]

and the intrinsic curvature deviator of the molecule:

$$D_m = \frac{|C_{1m} - C_{2m}|}{2}$$  \hspace{1cm} (6.5)\]

which are related to the molecular shape. If the intrinsic principal curvatures are different ($C_{1m} \neq C_{2m}$) the membrane constituents are anisotropic. If the intrinsic curvatures are equal ($C_{1m} = C_{2m}$), the membrane constituents are isotropic (see Fig. 7.1). Isotropic constituents with zero intrinsic curvatures ($C_{1m} = C_{2m} = 0$) tend to form planar monolayers, while constituents having an inverted wedge shape ($C_{1m} = 0, C_{2m} < 0$) favour the formation of an inverted hexagonal structure (see Israelachvili, 1997; Perutková et al., 2009) (see also Fig. 6.1). The intrinsic principal curvatures account for the geometrical shape of the lipid molecule and the local interactions of the molecule with its surroundings, including hydration effects (see Kozlov et al., 1994).

The curvature of different monolayer and bilayer lipid structures (Fig. 6.1) depends to a great extent on the intrinsic shape of the phospholipid molecules, which in turn depends on the temperature, degree of hydration, presence of specific enzymes, pH, etc. (see Mouritsen, 2005).

Flat lipid bilayers are formed preferentially when the lipid molecules have cylindrical shapes (Fig. 6.1C), whereas cylindrical monolayers are formed when the lipid molecules are wedge shaped (as depicted in Fig. 6.1B). Conical and inverted conical shapes of lipids favour spherical (Fig. 6.1A) and inverted spherical (Fig. 6.1E) micellar shapes, respectively (see also Israelachvili, 1997).

The inverted hexagonal phase ($H_{II}$) (Fig. 6.3) is one of the lipid mesophases that are important for many biological processes in nature. Understanding the mechanisms of their formation and stability, and their physical properties may help us to elucidate their biological functions.
Figure 6.4 Geometry of the lamellar and inverted hexagonal phases. One bilayer and one neighbouring monolayer are depicted for the lamellar phase. The lattice unit of the lamellar phase \( d \) and the distance between the polar regions of the two bilayers \( d_{\text{pol}} \) are denoted. For the inverted hexagonal phase three cylinders of radius \( r \) at the distance \( a \) are depicted. \( \zeta_0 \) denotes the equilibrium length of the hydrocarbon chains. The formation of \( H_{\text{II}} \) phase requires stretching or compressing some of the hydrocarbon chains as shown schematically. Reprinted with permission from Mareš, T., Daniel, M., Perutkova, Š., Perne, A., Dolinar, G., Iglič, A., Rappolt, M., and Kralj-Iglič, V. Role of phospholipid asymmetry in the stability of inverted hexagonal mesoscopic phases. *J. Phys. Chem. B.*, 112(51), pp. 16575–16584. Copyright 2008, American Chemical Society.

6.2 Relevance of some Non-Lamellar Phases in Biological Systems

The bicontinuous cubic phase, the inverse hexagonal phase, and the inverse micellar cubic phase belong to the group of biologically most relevant non-lamellar mesophases. These mesophases resist excess of water and thus, they can be stable under certain conditions in biological systems (see Luzzati, 1997; Rappolt, 2006).

It is known that a wide range of phospholipids which occur in biological organisms may self-assemble into non-lamellar structures when they are extracted from cells and rehydrated in aqueous solution. However, despite the fact that many non-lamellar phases have undoubtedly been identified in various biological systems (see Hyde et al., 1997), still little is understood concerning their function.
The formation of non-planar mesophases might play a role in the regulation of protein function. Also membrane fusion in endocytosis and exocytosis is thought to be dependent on such highly curved lipid structures. It is also supposed that interbilayer tight junctions host non-bilayer structures. Direct evidence for the formation of the stable $H_{II}$ phase was found in the paracrystalline inclusions of the retina (see Corless and Costello, 1981).

The non-lamellar structures of phospholipids are also common in some species of bacteria. It was suggested that the bilayers of bacteria are close to the transition from a lamellar to a non-lamellar structure (see Mouritsen, 2005). Many different types of bacteria can enzymatically change the intrinsic curvature of phospholipids, and consequently, they can prefer non-lamellar phases (see Mouritsen, 2005).

### 6.3 Inverted Hexagonal Phase

The lipids in the inverted hexagonal phase are self-assembled in long tubes arranged in a hexagonal lattice. Figure 6.4 shows the geometry of the $H_{II}$ phase: two neighbouring tubes with diameter $r$ are located at the distance $a$. The phospholipid chains point outward from the cylinder surface defined as the pivotal plane, while the headgroups form polar nanotubes filled with aqueous solution. Experiments revealed high anisotropy in the curvature (one principal curvature is equal to the negative inverse value of the radius of the tube and the second principal curvature is equal to zero) of tubes of the $H_{II}$ phase.

It can be seen in the Fig. 6.4 that in inverted hexagonal phase there are triangular regions (called voids) between neighbouring tubes that are energetically expensive. One possible way to abolish voids for the lipid chains with tips in the void regions to stretch beyond their average length $\xi_0$ so that all the lipid tails in the hexagonal lattice do not have the same length as shown schematically in Fig. 6.4. In theoretical studies of the stability of inverted hexagonal phases an energy term which accounts for the stretching of the hydrocarbon chains in void regions was taken into account (see Kozlov et al., 1994; Malinin and Lentz, 2004; Mareš et al., 2008; Perutková et al., 2011; Siegel, 1988, 1999).
Different experimental and theoretical studies showed that the cross-section of the tubes in the inverted hexagonal phase is not precisely circular but is rather an intermediate between a circle and a hexagon (Fig. 6.5) (see also Malinin and Lentz, 2004; Perutková et al., 2011; Turner and Gruner, 1992). Nevertheless, in Section 7.4 of this book we assume, for sake of simplicity, that the cross-section is circular.

6.4 Phospholipid Nanotubes

It was previously observed (see Mathivet et al., 1996) that the giant unilamellar phospholipid vesicles, immediately after preparation by the electroformation method (see Angelova et al., 1992) are usually rigid and spherical. It was further indicated (see Mathivet et al.,
that the vesicles are connected by thin tubular membranous structures. These indications were drawn from an experiment (Mathivet et al., 1996) where a few percent of fluorescent phospholipid NBD-PC was mixed with the unlabelled phospholipid rendering the vesicles fluorescent. A laser beam was applied to the vesicles and suppressed the fluorescence in the affected part of the sample. However, after a very short time (about 2 min.) the fluorescence reappeared. Such quick restoration of fluorescence was unlikely due to transport of phospholipid through the water solution, therefore it was suggested that the vesicles must be connected by very thin and fragile membranous structures (see Mathivet et al., 1996). Until recently (see Fig. 12.2), these tubular connections have not been directly observed.

When the vesicles are made of the phospholipid POPC and observed under an optical microscope they undergo a slow spontaneous shape transformation in which the difference between the outer and inner membrane layers decreases (Kralj-Iglič et al., 2001a). The mechanism of the shape transformation is not known; suggested possibilities are the inequality of the chemical potential of the phospholipid molecules in the vesicle membrane and in the solution causing a slow but continuous loss of phospholipid molecules from the outer membrane layer into the solution, the drag of the phospholipid molecules from the outer solution of the vesicles by the glass walls of the chamber, the slight evaporation of the liquid caused by imperfect sealing of the chamber by grease, the chemical modification of the phospholipid molecules and their flip-flop (see Kralj-Iglič et al., 2001a). Consequently, the tubular protrusion(s) of vesicles, if present, would become shorter and thicker with time. It was assumed that after a certain period of time the tubular structures (if present) would become thick enough to be visible under the optical microscope. These assumptions proved to be correct. Some time after the solution containing the vesicles was placed into the observation chamber (usually about half an hour) long myelin-like structures appeared attached to the spherical part of the vesicle at one end with the other end usually free. A small number of myelin-like vesicles with a very low volume to area ratio could also be observed. These myelin-like structures are derived from the remnants of the nanotubular network (Fig. 12.2) created
during the vesicle formation phase in the electroformation chamber; the network is partially torn when the vesicles are rinsed from the chamber. A description of the experiments proving the existence of phospholipid nanotubes and the results is given below.

6.4.1 **Nanotubes of Giant Phospholipid Vesicles**

Giant phospholipid vesicles can be prepared at room temperature by the method of electroformation (see Angelova et al., 1992; Heinrich and Waugh, 1996; Kralj-Iglič et al., 2001a). In this procedure 20 μl of phospholipid (or a mixture of phospholipid and fluorescent probe) dissolved in a 2:1 chloroform–methanol mixture was applied to a pair of Pt electrodes. The solvent was allowed to evaporate in a low vacuum for two hours. The electrodes were placed 4 mm apart in the electroformation chamber which was filled with 2 ml of 0.2 M sucrose solution (or with 2 ml of pure water). An AC electric field (1 V/mm, frequency 10 Hz) was applied for two hours. Then, the AC field was reduced to 0.75 V/mm, 5 Hz, and applied for 15 min, to 0.5 V/mm, 2 Hz, and applied for 15 min, and to 0.25 V/mm, 1 Hz, and applied for 30 min. The contents of the chamber were poured into a plastic beaker. The chamber was then filled with 2 ml 0.2 M glucose solution (or with 2 ml of pure water) that contained no phospholipid. This solution was also poured into the solution that was already in the plastic beaker. The contents of the plastic beaker were gently mixed by turning the beaker upside down. Immediately after its preparation, the solution containing the vesicles was placed in the observation chamber made by a pair of cover glasses and sealed by vacuum grease. The vesicles were observed with a phase contrast microscope and with a fluorescence microscope.

After being placed in the observation chamber, the vesicles appeared spherical and had different sizes. Myelin-like protrusions were not visible, nor were long-wavelength shape fluctuations. Short-wavelength shape fluctuations were barely visible. After a certain period of time (of the order of about half an hour) long thin myelin-like protrusions became visible under the fluorescence microscope (Fig. 6.6) and later also under the phase contrast microscope (Fig. 6.8A). Usually, when recognized, the myelin-like shapes appeared as very thin long tubes connected to the vesicle
Figure 6.6 A fluorescence microscope image of a vesicle made of POPC and 1.5% NBD-PC. The length of the myelin-like protrusion was several diameters of the spherical part. The fluorescence measurements were made by an inverted optical microscope (IMT-2, Olympus, Japan), using the IMT2-RFL reflected light fluorescence attachment. The dichroic mirror unit (IMT-DMB) allowed excitation from 405 to 490 nm and observation of fluorescence at wavelengths higher than 515 nm. Reprinted from Colloids and Surfaces A: Physicochemical and Engineering Aspects, 181(1–3), Veronika Kralj-Iglič, Gregor Gomišček, Janja Majhenč, Vesna Arrigler, Saša Svetina, Myelin-like protrusions of giant phospholipid vesicles prepared by electroformation, pp. 315–318, Copyright 2001, with permission from Elsevier.

surface at one end, while the movement of the myelin-like shapes indicated that they were otherwise free.

In order to obtain a well-focused view of the vesicle and of the protrusions, the vesicles should be prepared in sugar solution (see Kralj-Iglič et al., 2001a). Thus, the vesicles should be grown in sucrose solution and be rinsed out of the electroformation chamber with a glucose solution. The two solutions should be equiosmolar, but as sucrose has larger molecular weight than glucose, the density of the solution inside the vesicles is higher than the density of the surrounding solution and the vesicles sink to the bottom of the observation chamber with the protrusion aligned with it. Thereby, sharp focus can be obtained simultaneously on the spherical part and on the protrusion (see Kralj-Iglič et al., 2001a).

It was considered possible that the chirality of the vesicle membrane constituents might be essential in determining the stable
tubular shape of the protrusion. Namely, a theory was proposed (see Selinger et al., 1996) where a stable tubular shape was explained on the basis of chirality. It was shown in Selinger et al. (1996) that the stable tubular shape corresponds to the minimum of membrane free energy obtained by expansion over the curvature and nematic fields. For a nonzero chirality parameter, stable tubes were obtained by orientational ordering of bilayer constituents and also by a periodic helical variation in orientational ordering within stripe-like domains. Further, the proposed theory described modulation of the degree of twist of the ribbons formed by dimeric surfactants associated with chiral counterions (see Oda et al., 1999). It was thus of interest to investigate whether chirality of the bilayer constituents is a prerequisite factor that is responsible for the stability of the thin tubular structures of the phospholipid membrane (see Kralj-Iglič et al., 2001a). The POPC molecules are not chiral, but chirality of the constituents may develop due to their association with ions or glucose from the adjacent solution (Kralj-Iglič, 2002; Oda et al., 1999). In order to clarify this issue, vesicles were prepared and rinsed from the electroformation chamber with pure water. Figure 6.7A shows a first sight of the vesicle with protrusion in pure water. The protrusion is barely visible. The parent sphere is floating in the solution while the protrusion is wobbling, so that it is difficult to obtain a focus on the mother sphere and the protrusion at the same time, or even to obtain a sharp picture of the protrusion. The line in Fig. 6.7B is drawn to help in locating the protrusion. As stable tubular structures were also found in systems containing pure water (see Kralj-Iglič, 2002), this experiment supports the notion that chirality is not a prerequisite mechanism for the stability of phospholipid nanotubes.

From the observations described (Figs. 6.6 and 6.7) (see Kralj-Iglič et al., 2001a; Kralj-Iglič, 2002), we cannot determine the radius of the protrusion. The radius may be much smaller than the width of the shadow seen in the pictures. Further, the direction of the slow shape transformation indicates that the protrusion exists before it becomes visible and is therefore then even thinner. The possibility should be considered that the radius of the tubular protrusion immediately after its formation is very small—of the order of the phospholipid bilayer thickness.
Figure 6.7  A: A giant phospholipid vesicle (made of POPC in pure water) with a long thin tubular protrusion. The vesicle was observed in a closed chamber made of cover glasses, several hours after the preparation. The figure shows the barely visible protrusion, as observed in the beginning of the process. B: A duplicate of the same picture with a line drawn to help in locating the protrusion. The vesicles were observed under an inverted Zeiss IM 35 microscope with phase contrast optics. Reproduced with permission from Kralj-Iglić, V., Iglić, A., Gomišček, G., Sevšek, F., Arrigler, V., and Hägerstrand, H. (2002), Microtubes and nanotubes of a phospholipid bilayer membrane. J. Phys. A: Math. Gen., 35, pp. 1533-1549. Copyright iOP Publishing. doi:10.1088/0305-4470/35/7/305.
Figure 6.8  Shape transformation of a giant phospholipid vesicle (made of POPC and 1.5% NBD-PC) with time. The times after preparation of the vesicles are A: 3 h, B: 3 h 20 min, C: 4 h, D: 4 h 2 min, E: 4 h 4 min 30 s, F: 4 h 8 min 15 s, G: 4 h 14 min 25 s, H: 4 h 14 min 30 s. The black arrows indicate the protrusion while the white arrows indicate the mother vesicle. The vesicles were observed under an inverted Zeiss IM 35 microscope with phase contrast optics. Reprinted from Colloids and Surfaces A: Physicochemical and Engineering Aspects, 181(1–3), Veronika Kralj-Iglič, Gregor Gomišček, Janja Majhenc, Vesna Arrigler, Saša Svetina, Myelin-like protrusions of giant phospholipid vesicles prepared by electroformation, pp. 315–318, Copyright 2001, with permission from Elsevier.
6.4.2 Shape Transformation of the Vesicle with Tubular Protrusion

Vesicles were chosen and followed for several hours. A typical time course of the shape transformation can be seen in Fig. 6.8. The sequence started from a spherical parent vesicle with a long thin myelin-like protrusion that appeared as a cylinder (A). The barely visible protrusion was perceived about three hours after the solution containing the vesicles was placed in the observation chamber. By the time the myelin-like protrusion thickened and shortened (B,C), the undulations of the cylinder became noticeable and more pronounced. The mother vesicle remained more or less spherical. In the shortened myelin-like protrusion, the necks seemed to persist while exhibiting oscillations in their width, making the final phases of the process look-like as if the beads were integrated stepwise into the mother vesicle (D–F). Finally, the neck of the only remaining daughter vesicle opened (G) yielding a globular vesicle (H). Before opening, the neck widened and shrunk several times. The subsequent transformation of the vesicle into a pear shape and further into a prolate shape was completed in seconds (Fig. 6.8F–H).

The long wavelength fluctuations of the mother vesicle increased with shortening of the myelin-like protrusion and became vigorous when the myelin-like protrusion was completely incorporated into the membrane of the mother vesicle.
Chapter 7

Physics of Lipid Micro- and Nanostructures

7.1 Single-Lipid Molecule Energy

Starting from the single molecule energy and applying the methods of statistical mechanics, the free energy of a lipid monolayer (bilayer) is derived in this section (Fournier, 1996; Kralj-Iglič, 2002; Kralj-Iglič et al., 1999, 2006). The local bending energy of a laterally homogeneous monolayer (bilayer) (see Canham, 1970; Helfrich, 1973; Landau and Lifshitz, 1997; Petrov and Derzhanski, 1976) is obtained, and an additional contribution due to average orientational ordering of lipid molecules—that is, the contribution of the deviatory bending (Fischer, 1992, 1993)—is derived (Kralj-Iglič, 2002; Kralj-Iglič et al., 1999, 2006). The average orientational ordering of anisotropic phospholipids lowers the free energy of the system; the effect is more pronounced for lipid molecules of larger anisotropy and stronger membrane curvature anisotropy (see Kralj-Iglič et al., 2006).

In the lipid monolayer lipid molecules are closely packed to form a sheet-like continuum (Fig. 6.2). A local curvature can be ascribed to this continuum at each chosen point (Fig. 6.2). As there is no
apparent evidence for local symmetry of this structure with respect to the axis perpendicular to the membrane, it is generally considered to be anisotropic.

We assume that the lipid molecule, owing to its structure and local interactions, would energetically prefer a local curvature that is described by the two intrinsic principal curvatures $C_{1m}$ and $C_{2m}$ (see also Fig. 5.2). The intrinsic principal curvatures are in general not identical (see Fig. 7.1). If they are identical ($C_{1m} = C_{2m}$), the average in-plane orientation of the inclusion is immaterial. Such a lipid molecule is called isotropic. If $C_{1m} \neq C_{2m}$, the lipid molecule is called anisotropic (Fig. 7.1). The average orientation of the lipid molecule is important for its free energy. It is assumed that the lipid molecule spends on average more time in the orientation that is energetically more favourable than in any other orientation.

The energy of a single lipid molecule is assumed to depend on the mismatch between curvature tensors $C_m$ (Eq. 6.3) and $C$ (Eq. 5.32). In general, the curvature tensors $C_m$ and $C$ have different orientations, that is, they are rotated by an angle $\omega$ with respect to each other. To express the mismatch between $C_m$ and $C$ we introduce the mismatch tensor $M$:

$$M = R \, C_m \, R^{-1} - C,$$  \label{7.1}

where $R$ is the transformation matrix for rotation,

$$R = \begin{bmatrix} \cos \omega & -\sin \omega \\ \sin \omega & \cos \omega \end{bmatrix}. \label{7.2}$$

The single molecule energy at a given point of the membrane should be a scalar quantity, hence it may be expressed by two invariants of the tensor $M$, trace and determinant:

$$E = \frac{K_1}{2} (\text{Tr}(M))^2 + K_2 \text{Det}(M), \label{7.3}$$

where $K_1$ and $K_2$ are constants (see Kralj-Iglič et al., 2006). Eq. 7.3 can be rewritten as

$$E = (2K_1 + K_2)(H - H_m)^2 - K_2(D^2 - 2DD_m \cos(2\omega) + D_m^2), \label{7.4}$$

where $H$ is the mean curvature of the membrane (Eq. 5.33), $H_m$ is the mean intrinsic (spontaneous) curvature of the molecule (Eq. 6.4), $D$ and $D_m$ are the curvature deviators of the membrane and
isotropic constituent

\[ C_{1m} = C_{2m} \]

\[ C_{1m} = C_{2m} > 0 \]

anisotropic constituents

\[ C_{1m} \neq C_{2m} \]

\[ C_{1m} = 0, C_{2m} > 0 \]

\[ C_{1m} \neq C_{2m} \]

\[ C_{1m} < 0, C_{2m} = 0 \]

\[ C_{1m} \neq C_{2m} \]

\[ C_{1m} > 0, C_{2m} > 0 \]

\[ C_{1m} \neq C_{2m} \]

\[ C_{1m} > 0, C_{2m} > 0 \]

**Figure 7.1** Schematic representation of the different intrinsic shapes of some isotropic and anisotropic lipids and detergents. Front and side views are shown.

the molecule (Eqs. 5.35 and 6.5), respectively (see Kralj-Iglič et al., 2006). In the following we introduce the definitions:

\[
(2K_1 + K_2) = \frac{\xi}{2} \quad \text{and} \quad K_2 = -\frac{(\xi + \xi^*)}{4}. \quad (7.5)
\]

Constants \( \xi \) and \( \xi^* \) describe the strength of intermolecular interactions. Using the definitions of \( \xi \) and \( \xi^* \), Eq. 7.4 can be rewritten in the form:

\[
E(\omega) = \frac{\xi}{2}(H - H_m)^2 + \frac{\xi + \xi^*}{4}(D^2 - 2DD_m\cos(2\omega) + D_m^2). \quad (7.6)
\]

It is obvious that the energy expressed by Eq. 7.6 reaches its minimum when \( \cos(2\omega) = 1 \) and its maximum when \( \cos(2\omega) = -1 \). In the first case, the systems of tensors \( C_m \) and \( C \) are aligned (\( \omega = 0 \)) or rotated by an angle \( \omega = \pi \) with respect to each other:

\[
E_{\min} = \frac{\xi}{2}(H - H_m)^2 + \frac{\xi + \xi^*}{4}(D^2 + D_m^2) - \frac{\xi + \xi^*}{2}DD_m, \quad (7.7)
\]
while in the second case the systems are rotated by an angle $\omega = \pi/2$ or $\omega = 3\pi/2$ with respect to each other:

$$E_{\text{max}} = \frac{\xi}{2}(H - H_m)^2 + \frac{\xi + \xi^*}{4}(D^2 + D_m^2) + \frac{\xi + \xi^*}{2}DD_m.$$  \hfill (7.8)

The energy states at $\omega = 0$, $\pi$ and at $\omega = \pi/2$, $3\pi/2$, respectively, are degenerate.

The free energy of a single lipid molecule ($f_i$) can be derived if all possible orientations of the molecule are taken into account. In this case the partition function of a single lipid molecule is (see Fournier, 1996; Kralj-Iglič et al., 1999):

$$Q_1 = \frac{1}{\omega_0} \int_0^{2\pi} \exp\left(-\frac{E(\omega)}{kT}\right) d\omega,$$  \hfill (7.9)

where $\omega_0$ is an arbitrary angle quantum and the energy $E$ is defined by Eq. 7.6. Taking into account that

$$\int_0^{2\pi} \exp\left(\frac{(\xi + \xi^*)DD_m \cos(2\omega)}{2kT}\right) d\omega = I_0\left(\frac{(\xi + \xi^*)DD_m}{2kT}\right),$$  \hfill (7.10)

and $f_i = -kT \ln Q_1$, it follows from Eq. 7.10 that (Kralj-Iglič et al., 1999, 2006):

$$f_i = \frac{\xi}{2}(H - H_m)^2 + \frac{\xi + \xi^*}{4}(D^2 + D_m^2) - kT \ln I_0\left(\frac{(\xi + \xi^*)DD_m}{2kT}\right),$$  \hfill (7.11)

where $I_0$ is the modified Bessel function.

Within the two-energies state model ($E_{\text{min}}$ and $E_{\text{max}}$), that is, considering only orientations $\omega = 0$, $\pi/2$, $3\pi/2$, $\pi$, the single molecule free energy ($f_i$) can be derived from the partition function:

$$Q_1 = 2 \exp(-E_{\text{min}}/kT) + 2 \exp(-E_{\text{max}}/kT),$$  \hfill (7.12)

where the orientations 0 and $\pi$ and orientations $\pi/2$ and $3\pi/2$ are considered to be indistinguishable. The corresponding free energy of a single lipid molecule can then be obtained by the expression

$$f_i = -kT \ln Q_1 = \frac{\xi}{2}(H - H_m)^2 - \frac{\xi + \xi^*}{4}(D^2 + D_m^2) - kT \ln \left[\cosh\left((\xi + \xi^*)DD_m/2kT\right)\right],$$  \hfill (7.13)

where we omitted the constant terms.
Figure 7.2  Average orientation of a single lipid molecule described by \(\langle \cos(2\omega) \rangle\) as a function of \((\xi + \xi^*) D D_m / 2 kT\) (see Iglič et al., 2000).

Note that the third terms in Eqs. 7.13 and 7.11 are very similar and also give the same limit values for large or small arguments. In the limit of small \((\xi + \xi^*) D D_m / 2kT\), Eqs. 7.13 and 7.11 reduce to the ordinary Helfrich Hamiltonian (Helfrich, 1973). However, in the limit of large \((\xi + \xi^*) D D_m / 2kT\) Eqs. 7.13 and 7.11 transform into:

\[
f_i \simeq \frac{\xi}{2} (H - H_m)^2 + \frac{\xi + \xi^*}{4} (D^2 + D_m^2) - \frac{\xi + \xi^*}{2} D D_m, \tag{7.14}
\]

where, \(D = (H^2 - C_1 C_2)^{1/2}\), which cannot be written in the form of a Helfrich Hamiltonian.

The average orientation of the lipid molecule may be given by \(\langle \cos(2\omega) \rangle\),

\[
\langle \cos(2\omega) \rangle = \frac{I_1 \left( \frac{(\xi + \xi^*) D D_m}{2kT} \right)}{I_0 \left( \frac{(\xi + \xi^*) D D_m}{2kT} \right)}. \tag{7.15}
\]

where \(I_1\) is the modified Bessel function (see Iglič et al., 2000). Figure 7.2 shows the average orientation of a single anisotropic lipid molecule as a function of \((\xi + \xi^*) D D_m / 2kT\). For small \((\xi + \xi^*) D D_m / 2kT\), the lipid molecules are randomly oriented. The average orientational ordering increases \((\xi + \xi^*) D D_m / 2kT\).
7.2 Bending Energy of the Anisotropic Lipid Monolayer

To derive the bending energy of the whole, in general anisotropic lipid monolayer, the membrane monolayer is divided into small patches, each containing a sufficiently large number of lipid molecules in order to apply the methods of statistical mechanics (see Kralj-Iglič et al., 2006). The principal curvatures $C_1$ and $C_2$ are taken to be constant over the patch and phospholipid molecules are considered to be equal and independent. Considering a simple two-energy state model (Eqs. 7.7 and 7.8), there are $M$ equivalent molecules within the patch. Each molecule can exist in a state of lower energy $E_{\text{min}}$ or higher energy $E_{\text{max}}$, just like in the description of a two-orientation model of non-interacting magnetic dipoles in an external magnetic field (see Hill, 1986). In our model, the external magnetic field is represented by the curvature deviator $D$ (see Kralj-Iglič et al., 2006). $N$ molecules are assumed to be in the state with maximal energy $E_{\text{max}}$ and $(M - N)$ molecules are in the state with minimal energy $E_{\text{min}}$:

$$E_D = NE_{\text{max}} + (M - N)E_{\text{min}}, \quad (7.16)$$

where $E_D$ is the deviatoric bending energy of the membrane patch. Introducing Eqs. 7.7 and 7.8 into Eq. 7.16 gives:

$$E_D = ME_q - \left(\frac{M}{2} - N\right)kT_d, \quad (7.17)$$

where

$$E_q = \frac{\xi}{2}(H - H_m)^2 + \frac{\xi + \xi^*}{4}(D^2 + D_m^2) \quad (7.18)$$

and

$$d = \frac{(\xi + \xi^*)D_mD}{kT}. \quad (7.19)$$

The parameter $d$ is called the effective curvature deviator (see Kralj-Iglič et al., 2006).

Another contribution to the bending energy is that due to direct interactions between the phospholipid molecules. At most the molecules interact with their nearest neighbours. It is assumed that if the actual shape of the membrane is attuned to the local curvature field, the tails of the molecules move closer together
and this leads to lowering of the energy. On the other hand, if the molecules are oriented less favourably, the chain packing is less dense. This causes an increase in energy. It is considered that this effect is proportional to $d_{\text{eff}}$ (Eq. 7.19). Direct interaction energy of $N$ molecules that exhibit less favourable packing is taken into account by the expression:

$$E_N = \tilde{k}Nd_{\text{eff}},$$

(7.20)

while the direct interaction energy of molecules that exhibit more favourable packing (negative contribution) is described by

$$E_{M-N} = -\tilde{k}(M - N)d_{\text{eff}},$$

(7.21)

where $\tilde{k}$ is the interaction constant (see Kralj-Iglič et al., 2006). The total energy caused by direct interaction is given by summation of Eqs. 7.20 and 7.21 divided by 2 so as to avoid counting each molecule twice:

$$E_i = -\tilde{k} \left( \frac{M}{2} - N \right) d_{\text{eff}}.$$  

(7.22)

The total bending energy of the patch is thus

$$E^D = E_D + E_i,$$

(7.23)

where $E_D$ is the contribution of the mutual orientation of the local curvature tensor and intrinsic curvature tensor (deviatoric bending), and $E_i$ is the contribution of the direct interaction between the neighbour molecules.

We consider all the patches to have a constant area $A^p$, a constant number of molecules $M$ and a constant temperature $T$ of the system. The phospholipid molecules within the system are treated as indistinguishable. We assume that the system is in thermodynamic equilibrium and only two energy states of the single molecule are possible. The canonical partition function $Q^p(M, T, D)$ of $M$ molecule in the patch of the membrane is therefore

$$Q^p = \sum_{N=0}^{M} \frac{M!}{N!(M-N)!} \exp \left( -\frac{E^p}{kT} \right),$$

(7.24)

where the energy of the patch $E^p$ is defined by Eq. 7.23. Using Eqs. 7.17–7.24 gives

$$Q^p = q^M \sum_{N=0}^{M} \frac{M!}{N!(M-N)!} \exp \left( d_{\text{eff}} \left( 1 + \frac{\tilde{k}}{kT} \right) \left( \frac{M}{2} - N \right) \right),$$

(7.25)
where by considering Eq. 8.22:

\[ q = \exp \left( -\frac{E_q}{kT} \right). \]  

(7.26)

Using the binomial (Newton) formula for summation of the finite series in Eq. 7.25 yields:

\[ Q^p = \left( 2q \cosh \left( \frac{d_{\text{eff}} (1 + \frac{k}{kT})}{2} \right) \right)^M. \]  

(7.27)

The Helmholtz free energy of the patch is \( F^p = -kT \ln Q^p \). Combining Eqs. 7.25–7.27 yields the free energy of the patch:

\[ F^p = M \frac{\xi}{2} \left[ (H - H_m)^2 + D^2 + D_m^2 \right] \]

\[ -kT M \ln \left[ 2 \cosh \left( \frac{(1 + \frac{k}{kT}) \xi D_m D}{kT} \right) \right]. \]  

(7.28)

where we used the relation \( D^2 = H^2 - C_1 C_2 \) (Eq. 5.36) and assumed \( \xi = \xi^* \) (which yields \( K_1 = -K_2 \).

The bending energy of the monolayer is then obtained by summing the contributions of all the patches of the monolayer, that is, \( F^p \) (Eq. 7.28) is integrated over the whole monolayer area \( A \) (Kralj-Iglič et al., 2006):

\[ F_b = \int_A \frac{n_0 \xi}{2} \left( (H - H_m)^2 + D^2 + D_m^2 \right) dA \]

\[ -n_0 kT \int_A \ln \left( 2 \cosh \left( \frac{(1 + \frac{k}{kT}) \xi D_m D}{kT} \right) \right) dA, \]  

(7.29)

where \( n_0 \) is the area density of the lipid molecules (Kralj-Iglič et al., 2006) and \( dA \) is the area element of the lipid monolayer.

Being aware of diverse contributions to the direct interaction between the phospholipid molecules, we attempt only to give a rough estimate of its order of magnitude. We can estimate the energy \( \frac{k}{kT} \) by van der Waals interactions between the tails of orientationally ordered and disordered nearest neighbours of a given molecule. We assume that the phospholipid molecules are distributed in a quadratic lattice and take into account the nearest tails of the neighbouring molecules. The tail of a phospholipid molecule is described as a cylinder. The energy of the van der Waals interaction between two cylinders with aligned geometrical axes
is \( w_W(\delta) = A_H L \sqrt{r_0/24\delta^3} \), where \( A_H \) is the Hamaker constant (see Israelachvili, 1997), \( L \) is the length of the cylinders, \( \delta \) is the distance between the cylinders and \( r_0 \) is the radius of the cylinders. For hydrocarbons, \( A_H = 3kT/4 \) (see Israelachvili, 1997) while we take for lipid molecules \( L = 1.5 \text{ nm}, r_0 = 3.5 \text{ nm} \) and \( \delta = 0.3 \text{ nm} \). The estimated energy is \( \frac{k}{kT} = 2 \frac{w_W(\delta)}{kT} \simeq 1 \) (Kralj-Iglič et al., 2006).

In the simplest case where only isotropic phospholipid molecules within the lipid monolayer are taken into account \( (P_m = 0) \), our general expression for the monolayer bending energy (Eq. 7.29) transforms into the Helfrich expression for the local bending energy of a lipid monolayer (see Helfrich, 1973):

\[
F_b = \int_A \left( \frac{k_c}{2} (2H - C_0)^2 + k_G K \right) \, dA ,
\]

where \( f_0 \) is the area density of the Helfrich local bending energy. The bending constants \( k_c \) and \( k_G \) are:

\[
k_c = \frac{\xi n_0}{2} ,
\]

\[
k_G = -\frac{\xi n_0}{2} ,
\]

while the expression for the spontaneous (intrinsic) curvature \( C_0 \) is equal to the intrinsic mean curvature of a single lipid molecule:

\[
C_0 = H_m .
\]

### 7.3 Comparison between Planar, Inverted Spherical and Inverted Cylindrical Monolayer Nanostructures

As already mentioned, due to their amphiphilic character (i.e., polar head groups and non-polar hydrocarbon chains in one molecule) the lipid molecules in aqueous solution undergo a self-assembling process and form various structures such as cylindrical, spherical, inverted spherical, and hexagonal (inverted cylindrical) micelles (Fig. 6.1). Biologically important lipid–water systems are known for their rich polymorphism (Seddon and Tempier, 1995). The driving force for this process is predominantly the hydrophobic effect where
the hydrophilic (polar) surfaces are in contact with water solution, while the hydrophobic (non-polar) parts composed of lipid headgroups are hidden from water (Chandler, 2002, 2005).

The most common and biologically the most relevant phase is the fluid lamellar lipid bilayer phase \( L_\alpha \). Nevertheless, non-lamellar model membranes are a subject of increasing interest (Cullis et al., 1986; Luzzati, 1997; Luzzati et al., 1968; Perutková et al., 2011; Seddon and Templer, 1995), due to their importance in living organisms and due to their promising technical applications such as in drug delivery (see Larsson and Tiberio, 2005; Yaghmur et al., 2007), gene transport and nanotechnology (Attard et al., 1995).

To shed light on the role of the deviatoric bending energy (Eq. 7.29) in the stability of different lipid nanostructures, in this section the bending (free) energy per lipid molecule in three different geometries with constant principal curvatures (see Fig. 6.1), that is, planar (corresponding to the lamellar \( L_\alpha \) phase), spherical (corresponding to the inverted micellar \( M_{\|} \) phase) and cylindrical (corresponding to the inverted hexagonal \( H_{\|} \) phase) is compared in Fig. 7.3.

In the planar system, \( H = D = 0 \), in the spherical system, \( H = -1/r_s \) and \( D = 0 \), while in the inverted cylindrical system \( H = -D = -1/2r \), where \( r_s \) is the radius of the sphere and \( r \) is the radius of the cylinder. The free (bending) energy per lipid molecule in the lipid monolayer with constant curvature is calculated by using Eq. 7.29:

\[
F = \frac{F_b}{n_0 A} = \frac{\xi}{2} \left( (H - H_m)^2 + D^2 + D_m^2 \right) - kT \ln \left( 2 \cosh \left( \frac{[1 + \frac{k}{kT}]\xi D_m D}{kT} \right) \right).
\]

(7.34)

Here, \( n_0 A \) is the total number of lipid molecules in the membrane of area \( A \). The value of interaction constant \( \xi \) was estimated from the monolayer bending constant \( \xi = 2k_c a_0 \), where for POPE \( k_c = 11 kT \) is the bending constant (Laggner et al., 1991) and \( a_0 = 1/n_0 = 0.65 \cdot 10^{-18} \text{ m}^2 \) is the area per phospholipid molecule (Rappolt et al., 2003).

Figure 7.3 shows the equilibrium bending energy per lipid molecule as a function of mean intrinsic curvature \( H_m = (C_{1m} + C_{2m})/2 \)
for anisotropic wedge-like molecules (with $C_{1m} < 0$, $C_{2m} = 0$ or $C_{2m} < 0$, $C_{1m} = 0$) having $|H_m| = D_m$ (panel A) and isotropic molecules (with $C_{2m} = C_{1m}$), for which $D_m = |C_{2m} - C_{1m}|/2 = 0$ (panel B) (see also Fig. 7.1). For small $|H_m| = D_m$, the bending energy increases with increase in $|H_m|$ in all three geometries (panel A). In the $M_{II}$ and $I_{\alpha}$ phases which are isotropic with respect to curvature (i.e., having $D = |C_2 - C_1|/2 = 0$), there is no orientational ordering of the molecules and the bending energy monotonously increases also for larger $|H_m| = D_m$. In the $H_{II}$ phase, however, the non-zero values of both, the intrinsic curvature deviator $D_m$ and the curvature deviator $D$ give rise to a negative energy contribution of the deviatoric bending energy (last term in Eq. 7.34). Therefore, the equilibrium free energy reaches a maximum upon increase in $D_m$ (which for this particular choice of molecules is equal to $|H_m|$), but then decreases at a certain threshold, and such that the $H_{II}$ phase becomes energetically the most favourable.
Summing up, for small $D_m = |H_m|$, the $\text{M}_{\text{II}}$ phase has the lowest bending energy, while at larger $D_m = |H_m|$, the $\text{H}_{\text{II}}$ phase becomes the most favourable due to the average orientational ordering of phospholipid molecules. The effect is stronger for higher values of the constant $\bar{k}$ (see Eq. 7.21) describing the direct interaction between phospholipid tails (see Fig. 7.3A).

Figure 7.3B shows that for isotropic molecules (having $D_m = 0$, i.e., $C_{1m} = C_{2m}$, see also Fig. 7.1), the $\text{M}_{\text{II}}$ phase is always favoured, that is, the calculated energy per lipid $F_b/n_0A$ in the $\text{M}_{\text{II}}$ phase is equal to the reference value and is the smallest compared to the energy of the $\text{L}_{\alpha}$ and the $\text{H}_{\text{II}}$ phases. We note that for isotropic molecules there can be no energy lowering due to the average orientational ordering of the molecules since all orientations of the lipid molecules are energetically equivalent.

The deviatoric bending of anisotropic molecules may thus alone explain the stability of the $\text{H}_{\text{II}}$ phase at higher temperatures. At lower temperatures, the $\text{M}_{\text{II}}$ phase is energetically favoured except for $D_m = |H_m| = 0$, where the $\text{L}_{\alpha}$ phase is the stable phase. At small $D_m = |H_m|$, however, the equilibrium radii of the simulated $\text{M}_{\text{II}}$ phase are so large that this case would correspond to flat membrane systems. For some intermediate $|H_m| = D_m$ the simulated $\text{M}_{\text{II}}$ phase consists of aggregated micelles of a given size, but such configurations were actually not observed (Delacroix et al., 1996; Seddon et al., 2000).

To obtain better agreement with experimental observations also in the intermediate range of $D_m = |H_m|$, we include the effect of the void-filling energy (already discussed in a previous chapter) using a simple model where the void-filling energy is considered constant for a given geometry (see also Kozlov et al., 1994). Figure 7.4 shows the minimal free energy $F/n_0A = F_b/n_0A + F_1/n_0A$ as a function of the intrinsic mean curvature $|H_m|$ for the $\text{L}_{\alpha}$, $\text{H}_{\text{II}}$ and $\text{M}_{\text{II}}$ phases. Here, $F_1$ is the interstitial (void-filling) energy (see Mareš et al., 2008). Since the energy contribution of voids is smaller in the system of close packed inverted cylinders than in the system of close-packed inverted spheres, the value of the void-filling energy per lipid molecule $F_1/n_0A$ was taken to be lower for cylinders than for spheres. It was estimated from the results of Kozlov et al. (1994) that $F_1/n_0A$ should be of the order of $kT$, therefore it was taken
for the H\textsubscript{II} phase that $F_i/n_0 A = kT$ and for the M\textsubscript{II} phase that $F_i/n_0 A = 2kT$.

In Figs. 7.4(A) and 7.4(B), the curves corresponding to the H\textsubscript{II} and M\textsubscript{II} phases (see Fig. 7.3) are shifted up by different constants $F_i/n_0 A$, respectively, and the overall picture is now more realistic. As a consequence, it can be seen in Figs. 7.4(A) and 7.4(B) that for small $D_m = |H_m|$ the $L_\alpha$ phase is energetically the most favourable, since it requires no void-filling energy $F_i$. For anisotropic molecules (Fig. 7.4(A)) at a certain threshold $D_m = |H_m|$ the H\textsubscript{II} phase becomes energetically the most favourable due to the average orientational ordering of the lipid molecules. In the isotropic case (Fig. 7.4(B)), all the curves monotonously increase, but the curve corresponding to the $L_\alpha$ phase increases faster and therefore it would eventually intersect with the curve corresponding to the H\textsubscript{II} phase. However, the value of $H_m$ where the intersection would take place would be
very high (out of the range given in Fig. 7.4), where the maximal value 0.4 nm$^{-1}$ already corresponds to a cylinder with a radius of 1.25 nm.

To conclude, the effects shown in Fig. 7.4(A) indicate that in the simple model where the interstitial energy is taken to be constant within a phase (Kozlov et al., 1994; Mareš et al., 2008; Perutková et al., 2009), an increase in $D_m = |H_m|$, caused by the increase in temperature can induce the transformation from $L_\alpha$ to $H_{II}$ lipid phase. The interstitial energy for small $|H_m|$ (lower temperature) renders the $L_\alpha$ phase energetically the most favourable. However at a certain threshold, $D_m = |H_\pi|$ (higher temperature) the $H_{II}$ phase becomes energetically the most favourable in accordance with experimental results.

Having eliminated the $M_{II}$ phase due to high packing frustration (see Fig. 7.4), in the following section we compare only the $L_\alpha$ and $H_{II}$ phases using an improved model for the void-filling energy, where stretching of the lipid tails in the actual hexagonal geometry is taken into account (Fig. 6.4 and Eq. 7.42).

### 7.4 A Detailed Study of the Stability of the Inverted Hexagonal Phase

Transition of the lamellar to inverted hexagonal phase and the mechanisms that drive this transition are the main subjects of this section. To interpret the experimental data and to contribute to a better understanding of the underlying mechanisms, different models have been put forward (Kachar and Reese, 1982; Kozlov et al., 1994; Rappolt et al., 2003, 2008; Siegel, 1988).

The majority of theoretical models of the formation of the inverted hexagonal phase have in common the assumption that nucleation starts with a line defect. Based on freeze-fracture electron micrograph experiments, a deformation pair of intramembrane cylinders embedded in a tight junction was proposed (Kachar and Reese, 1982), and also monolayer-embedded lipid tubes formed via the coalescence of a "string-of-pearls" of inverted micellar intermediates (IMI), as suggested by Hui et al. (1983). In 1986 Siegel further elaborated this model of the $L_\alpha$–$H_{II}$ transition (Siegel, 1988).
He proposed a three-step process with formation of intermediates driven by changes in temperature and lipid composition. The first step is formation of IMI, which form between two sufficiently close opposed bilayers. The IMI can diffuse within the plane of the membrane and form an IMI coalescence representing the second step. Two possible ways of IMI coalescence were suggested. Two spherical micelles can fuse into a single rod-shaped micelle and form rod-like micellar intermediates (RMI) or they can separate within the coalescence intermediate and form line defects (LD) (Siegel, 1988).

Temperature affects the configuration of phospholipid molecules in the head-group and in the tail regions (Israelachvili, 1997). The motion of the hydrocarbon chain increases with increase in temperature, consequently there is an increasing relative number of "gauche" C–C bond configurations which require more space in the lateral (in-plane) direction of the monolayer. Since there are two tails, they effectively spread in the direction of their alignment, thereby also increasing the anisotropy of the tail region (Rappolt et al., 2008). In fact, a simple molecular wedge shape model which was applied to interpret experimental X-ray data in the inverted hexagonal phase of a PE–water system demonstrates clearly that the wedge angle increases monotonously as a function of temperature (see Rappolt et al., 2008, and Fig. 7.5(B)).

Based on the temperature-dependent experimental results from differential scanning calorimetry and small-angle X-ray scattering, another view of the L_α–H_{II} transition is given by Rappolt et al. (2003, 2008). The hypothesis of the growth mechanism of the first few rods is connected with spontaneous creation of the line defect (water core) at the transition temperature. The first rod is created due to the spontaneous monolayer curvature, which induces the formation of new water cores. The pivotal plane arrangement corresponding to the first few steps of the transition was proposed in Rappolt et al. (2008) (see Fig. 7.6). The first cylinder of the H_{II} phase formed from the first line defect is created between two bilayers. Thus, a system of one cylinder, two monolayers and bulbous closures on both sides of the cylinder is introduced. The bulbous closures are created from neighbouring disjunct layers as a consequence of reducing the water cores. The two outer monolayer leaflets follow the contours of the
Figure 7.5 Simplest space filling molecular models for the fluid lamellar (A) and the inverted hexagonal phase (B). The models are derived from structural data on POPE at $T = 74^\circ$C, at which the $L_\alpha$ phase coexists with the $H_{II}$ phase (Rappolt et al., 2003). (A) The steric length of the lipid molecule of 2.27 nm can be divided into the head-group extension, $d_H$(0.8 nm), and the hydrocarbon chain length, $s_0$(1.47 nm). The area per lipid was determined to be 0.65 nm$^2$. (B) The simplest anisotropic molecular model for PE lipids in the inverted hexagonal phase. The different molecular areas are defined graphically, comprising the lipid–water, the head-group, the pivotal, and the terminal interface, respectively. Explicit values for the areas are given, the area per lipid at the head-group position $A_H = 0.52$ nm$^2$. Figure adapted from Perutková et al. (2009) and Rappolt et al. (2008).

cylinder and the bulbous closures. This configuration is the smallest geometrical unit appropriate to study the nucleation of the $H_{II}$–$L_\alpha$ transition.

In general, solving the stability conditions for different lipid phases, as well as conditions for the transition between lipid phases, is the problem of defining the free energy of the system and its minimization. In the following a brief overview of theoretical models of the $L_\alpha$ to $H_{II}$ phase transition and the corresponding expression for the free energy of the system are described.

Kozlov et al. (1994) studied the energy of the hexagonal phase in the $H_{II}$–$L_\alpha$–$H_{II}$ re-entrant phase transition of dioleoylphosphatidylethanolamine (DOPE) upon changes in hydration and temperature. Combining osmotic stress and X-ray diffraction experiments, the spontaneous curvature ($R_0^{-1}$) and the monolayer bending constant ($k_c$) of the $H_{II}$ phase were determined. Further, they considered a theoretical model describing the stability of hexagonal and lamellar lipid phases by minimization of the free
Figure 7.6 Intermediate steps in the formation of a cylinder between two bilayers. The structural schemes are based on structural data for POPE recorded at the transition temperature $T = 74^\circ$C (see Rappolt et al., 2003). Pivotal interfaces are outlined by full lines and for ease of interpretation lipid molecules are superimposed in the first four panels. (A) The fluid lamellar phase can be decomposed into a steric monolayer of thickness 2.27 nm and a free water layer of thickness 0.27 nm. (B) By spontaneous splay of lipid molecules a line defect may form, which is integrated in the stack of bilayers in a coplanar fashion. (C) If one sets the water concentration per lipid in the line defect, $\Phi_{hex}$, to be equal to the water concentration given in the fluid lamellar phase, $\Phi_{lam}$, then the radius of the pivotal plane increases from $r = 1.52$ nm to 2.44 nm. (D) This panel shows the formation of a first rod under the condition $\Phi_{lam} = \Phi_{hex}$. (E) Finally, full hydration of the first cylinder between two bilayers increases the pivotal plane radius to $r = 2.67$ nm. Loci for the formation of new cylinders are marked with stars (Perutková et al., 2009; Rappolt et al., 2008). Reprinted from Chemistry and Physics of Lipids, 154(1), Michael Rappolt, Aden Hodzic, Barbara Sartori, Michel Ollivon, Peter Laggner. Conformational and hydralional properties during the L$\beta^-$ to L$\alpha^+$ and L$\alpha^+$ to H$_\Pi$-phase transition in phosphatidylethanolamine, pp. 46–55, Copyright 2008, with permission from Elsevier.
energy composed of elastic, hydration, interstitial and van der Waals energies.

In the model of Kozlov and colleagues, the free energy of the hexagonal phase was approximated by the elastic energy of the local bending deformation (Helfrich, 1973):

$$ F^H = N_i^H \frac{1}{2} k_c a_0 \left( \frac{1}{R} - \frac{1}{R_0} \right)^2, \quad (7.35) $$

where $N_i^H$ is the number of lipid molecules, $k_c$ is the bending elasticity of the lipid monolayer, $a_0$ is the area per lipid molecule, $1/R$ is the curvature of the pivotal plane of the lipid monolayer and $1/R_0$ is the spontaneous curvature in the fully hydrated (unstressed) state. For convenience, it was assumed that the free energy of the fully hydrated hexagonal phase is 0 ($1/R = 1/R_0$) (Kozlov et al., 1994).

The free energy of the lamellar phase was assumed to be of the form:

$$ F^L = N_i^L \frac{1}{2} P_0 \lambda a_0 \exp \left( - \frac{d_w}{\lambda} \right) - N_i^L a_0 \frac{A_H}{24 \pi d_w^2} + N_i^L a_0 \frac{1}{2} k_c \frac{1}{R_0^2} - N_i^L \tilde{g} \lambda, \quad (7.36) $$

where $N_i^L$ is the number of lipid molecules in the lamellar phase and $d_w$ is the thickness of the water layer separating the bilayers. The first term is the energy of hydration repulsion between the bilayers ($P_0$ and $\lambda$ are the pre-exponential factor and the characteristic length of the repulsion, respectively). The second term is the leading term in the energy of the van der Waals interaction between the bilayers, where $A_H$ is the Hamaker constant (Israelachvili, 1997). The last two terms describe the difference between the free energies in the fully hydrated hexagonal and lamellar phases and form a constant contribution independent of the distance between the bilayers. The third term is the energy of "unbending" the lipid monolayer to flatness according to Eq. 7.35 and the last term represents the energy associated with voids in the hexagonal lattice. For simplicity, $\tilde{g} \lambda > 0$ was referred to as the curvature-independent part of the interstitial energy (the curvature-dependent part is accounted for within the elastic energy of the inverted hexagonal phase $F^H$ (Eq. 7.35)) (Kozlov et al., 1994).

Kozlov et al. assumed that all the parameters in Eqs. 7.35 and 7.36 except the intrinsic curvature $R_0$ are independent on
temperature. By assuming a negligible dependence of $g_i$ on temperature and equating the free energies in the hexagonal and lamellar phases in excess water at the temperature for the re-entrant transition ($T_H = 10^\circ C$) we obtain (Kozlov et al., 1994):

$$g_i = \frac{1}{2} k_c a_0 \left( \frac{1}{[R_0(T_H)]^2} + \frac{1}{2} P_0 a_0 \lambda \exp \left( -\frac{d_{\text{wmax}}}{\lambda} \right) \right) - \frac{a_0 A_\text{H}}{24\pi (d_{\text{wmax}})^2},$$

(7.37)

where $N_l^H$ and $N_l^H$ are taken to be equal and the free energy of the inverted hexagonal lipid phase is assumed to be $F^H = 0$ (i.e., $1/R = 1/R_0$), $d_{\text{wmax}}$ represents the equilibrium spacing in the lamellar phase in the absence of osmotic stress and $T_H$ is the temperature of the hexagonal-lamellar re-entrant transition in excess water. The energy $g_i$ was computed by substituting the measured parameters into Eq. 7.37 and is a positive constant for this case.

In summary, Kozlov et al. described a model of the $L_\alpha$–$H_{\Pi}$–$L_\alpha$ re-entrant transition. On the basis of experiments, they derived the structural parameters and all of the force constants defining the energetic terms of the $H_{\Pi}$ and $L_\alpha$ lipid phases. They found an expression for the interstitial energy of the inverted hexagonal phase as the constant difference between the $H_{\Pi}$ and $L_\alpha$ phases at the transition point.

Another study on the hexagonal phase was performed by Rand et al. (1990). In this work two types of energy contributions to the free energy of the lipid monolayer were taken into account:

$$G_{H_{\Pi}} = \frac{1}{2} k_c a_0 \left( \frac{1}{R} - \frac{1}{R_0} \right)^2 + \Pi V_w.$$

(7.38)

The first term in Eq. 7.38 introduces the local bending energy and the second term is the osmotic energy, where $k_c$ is the bending modulus, $a_0$ is the area per lipid molecule, $R$ and $R_0$ are the actual local radius of curvature and the intrinsic radius of curvature at the pivotal plane, respectively. $\Pi$ is the the difference in osmotic pressure between the outer and inner solution of the $H_{\Pi}$ cylinder and $V_w$ is the volume of water per lipid inside the cylinder (Rand et al., 1990).

Without consideration of the energy of interstices, Rand et al. (1990) made two approximations. The first approximation was that the water cylinders are perfectly circular in cross-section (see Fig. 7.7(A)). Second, the interstitial energy is supposed to be independent of the size of the hexagonal unit cell (Rand et al., 1990).
Figure 7.7 Schemes of the approaches by different authors to the geometry of the inverted hexagonal phase: (A) a circular cross-section (Rand et al., 1990; Siegel, 1993), (B) hexagonal cross section (Hamm and Kozlov, 1998), (C) intermediate between circular and hexagonal cross section (Malinin and Lentz, 2004; Perutková et al., 2009).

Two different approaches exist to express the interstitial (void) energy of the inverted hexagonal phase. In the first approach the rods of the inverted hexagonal phase are assumed to be circular in cross-section and the interstitial energy is assumed to be proportional to some imaginary surface of the voids between hexagonally packed cylinders (Siegel, 1993 and Fig. 7.7A). In the second approach the interstitial energy was accounted to in terms of the tilt and splay deformation of the phospholipid chains which have to fill the hexagonal unit cell, while the cross-section of the neutral plane of the lipid rods is assumed to be hexagonal (Hamm and Kozlov, 1998 and Fig. 7.7B). Both approaches result in a proportionality constant on equating the free energies of the lamellar and inverted hexagonal phases at the transition temperature.
Malinin and Lentz (2004) later improved the model of Rand and co-workers (1990) and Eq. 7.38 by including the energy cost due to voids (interstitial energy) [see Fig. 6.4]. To calculate the interstitial energy, they assumed that the cross-section of the pivotal plane is intermediate between circular and hexagonal geometry (see Fig. 7.7C), and thus, they parameterized the shape of the cross-section:

\[ y = \sqrt{d_p^2 - x^2} + \delta_o \left(1 - \frac{4x^2}{d_p^2}\right)^2, \]  

(7.39)

where \( x, y \) are coordinates of the pivotal plane, \( d_p \) is the distance from the axis of a rod to the pivotal plane in the interaxial direction and \( \delta_o \) is the maximal deviation from circular cylindrical geometry. Using Eq. 7.39, they computed the volumes of water, voids, and the total unit cell volume. By assuming that the interstitial energy of the inverted hexagonal phase is proportional to the volume of voids, the total free energy per lipid molecule was then derived as:

\[ g = w_b + K_v V_v + \Pi V_w, \]  

(7.40)

where \( w_b \) is the bending energy per lipid molecule, \( K_v \) is a proportionality coefficient representing the free energy of a unit of void volume, \( V_v \) and \( V_w \) are the volumes of the void and of water, respectively (Malinin and Lentz, 2004). The interstitial energy in Eq. 7.40 was assumed to be proportional to the volume of the voids in the hexagonal lattice.

Kozlov et al. (1994) showed that the free energy of the phospholipid monolayer in the inverted hexagonal phase may be expressed in terms of bending, interstitial, hydration, and van der Waals energy contributions. It was pointed out that the contribution of the hydration energy in excess water conditions is insignificant. Also the van der Waals energy contributes only slightly to the total free energy.

In the contrast to the above described models of interstitial energies in Eq. 7.37 and in Eq. 7.40, in the the model described in this section (see also Mareš et al., 2008; Perutková et al., 2011) the interstitial (void-filling) energy (Eq. 7.41) explicitly depends on the stretching of the phospholipid chains so that the tips of the phospholipid chains fill the voids in the inverted hexagonal
phase. In addition, a new formalism describing the role of the anisotropy of the phospholipid molecules is also considered in this model. A new bottom-up approach concerning the description of monolayer bending and packing frustration in the inverted hexagonal phase is outlined. The expression for the total free energy of the phospholipid system in the inverted hexagonal phase is assumed to involve two main energy terms: the interstitial energy (void-filling energy) and the bending energy which also involves a deviatoric term (i.e., a logarithmic term in Eq. 7.29), which takes into account the temperature-dependent anisotropic (wedge-like) shape of the lipid molecules (see Fig. 7.5). On the basis of minimization of the system free energy, the optimal geometry and physical conditions for the stability of the inverted hexagonal phase may be theoretically predicted (see Mareš et al., 2008; Perutková et al., 2011). Using the Monte Carlo simulations annealing method, the first step in the \( L_{\alpha} \rightarrow H_{II} \) phase transition is also described (see Mareš et al., 2008; Perutková et al., 2011). Insight into the nature of the mechanisms that determine the stability of the inverted hexagonal lipid phases (see Kozlov et al., 1994; Malinin and Lentz, 2004; Mareš et al., 2008; Perutková et al., 2011; Seddon and Templer, 1995) may contribute to better understanding of different biologically important processes involving the formation of inverted hexagonal phases within biomembranes.

In the following, an expression for the interstitial energy due to "voids" in the inverted hexagonal phase is described in which the specific packing of lipids in the inverted hexagonal phase is taken into account (Figs. 6.4 and 7.7). In the lamellar phase \( L_{\alpha} \), the monolayers have constant thickness and there are no voids in the mid-plane of the bilayer. On the other hand, in the inverted hexagonal phase the distance between two adjacent monolayers varies over the monolayer surface. To avoid water pockets in the voids (Fig. 6.4), the hydrocarbon tails of lipid molecules have to stretch appropriately. The void-filling energy contribution due to lipid stretching can be expressed on the basis of Hook's law (Duesing et al., 1997; May, 2000):

\[
f_a = \tau (\zeta - \zeta_0)^2,
\]

where \( \zeta \) is the actual length of the lipid fatty acid chain, \( \zeta_0 \) the optimal length of the lipid chain (see Fig. 6.4 and \( \tau \) is the stiffness
Figure 7.8  Scheme of two neighbouring inverted lipid tubes in a hexagonal lattice. The lipid tails have to stretch in order to fill voids in the hydrocarbon region. The symbol $a$ denotes the H$_{II}$ phase lattice constant and $r$ denotes the radius of the pivotal plane of the H$_{II}$ phase. The actual length of hydrocarbon tails ($\zeta$) depends on the angle $\varphi$ (Perutková et al., 2009).

(stretching modulus) of the chain. The total contact energy is then given as:

$$F_1 = Y\tau n_0 \int (\zeta - \zeta_0)^2 dl,$$

where $n_0$ is the area density of phospholipid molecules ($n_0 = 1/a_0$), $dl = r d\varphi$ is the length element of the curve corresponding to the phospholipid monolayer in the projection of the hexagonal phase (see Fig. 7.8) and $Y$ is the length of the inverted hexagonal tube.

To estimate the actual length of the hydrocarbon chain $\zeta$, cylindrical coordinates are introduced. The length of hydrocarbon
chains may be estimated from the hexagonal geometry of the lattice. From the right-angled triangle depicted in Fig. 7.8 it follows:

\[ \zeta = \frac{a}{2 \cos \varphi} - r. \]  

(7.43)

Because of hexagonal symmetry, Eq. 7.43 is valid for the contact region of two adjacent lipid cylinders, that is, for 1/12 of the area of one lipid cylinder. The values of the angle \( \varphi \) are therefore, defined in the range of \( \varphi \in [0, \frac{\pi}{6}] \). If \( \varphi = 0 \), the length of hydrocarbon chains \( \zeta \) is equal to \( \frac{a}{2} - r \). At the upper limit of the range of \( \varphi \), the length of the hydrocarbon chain is equal to \( a/\sqrt{3} - r \).

The total free energy per lipid molecule in the inverted hexagonal (HII) phase can be expressed as the sum of the bending energy (Eq. 7.34) and interstitial energy (Eq. 7.42) as follows (Mareš et al., 2008):

\[ F = \frac{F_b + F_l}{2\pi n_0 Yr} = \frac{\xi}{2} \left( (H - H_m)^2 + D^2 + D_m^2 \right) \]

\[ -kT \ln \left( 2\cosh \left( \frac{(1 + \frac{k}{kT})\xi D_m D}{kT} \right) \right) \]

\[ + \frac{6}{\pi} \left( \frac{a^2 \sqrt{3}}{12} - a(r + \zeta_0) \ln \sqrt{3} + \frac{\pi}{6} (r + \zeta_0)^2 \right), \]  

(7.44)

where \( A = 2\pi r Y \) is the total area of one lipid cylinder in the inverted hexagonal phase. The first two terms in Eq. 7.44 represent the Helfrich and deviatoric bending energy contributions and the third term is the interstitial energy contribution (Eq. 7.42) to the free energy.

In order to determine the free energy of different configurations of lipid monolayers, the values of the model constants should be estimated. The value of interaction constant \( \xi \) was already estimated.

The reference (non-stretched) length of the phospholipid tails \( \zeta_0 \) (Fig. 6.4) was taken to be 1.30 nm (Rappolt et al., 2003). In calculation of the interstitial energy the lipid stretching modulus \( \tau \) was taken to be in the range from \( 0.95 \, kT \, \text{nm}^{-2} \) to \( 95 \, kT \, \text{nm}^{-2} \) (May, 2000). For the sake of simplicity we assumed that the molecules favour cylindrical geometry, that is, \( |H_m| = D_m \) corresponding to a wedge-like molecular shape (see Fig. 7.5).
The effect of the temperature was simulated by increase in the intrinsic curvatures $|H_m|$ and $D_m$ with increase in temperature; this is consistent with increased spreading of the phospholipid tails while the head-group extensions in FOPE remain relatively unchanged. The range of magnitude of the intrinsic curvatures was taken to be from 0 to $0.4 \text{ nm}^{-1}$, corresponding to curvature radii down to 1 nm. To study the effect of deviatoric bending, the hypothetical case where the molecules are isotropic ($D_m = 0$) was also considered.

To test the importance of the interstitial (stretching) energy written in the form of Eq. 7.42, we compare the energies per lipid molecule (Eq. 7.44) in two different geometries of lipid monolayers: in the planar $L_\alpha$ phase and in the inverted cylindrical $H_{II}$ phase.

In Figure 7.9, the total free energy per molecule is calculated for anisotropic ($|H_m| = D_m$) and isotropic ($D_m = 0$) phospholipid molecules (see also Figs. 6.1, 7.1 and 7.5) as a function of the mean intrinsic curvature $H_m$. Three curves corresponding to the inverted hexagonal phase with different stiffness constants $\tau$, and one curve corresponding to the lamellar phase are given.

Increasing the value of the stretching modulus $\tau$ considerably increases the free energy (see Figs. 7.9A and 7.9B). With increase in $\tau$ the void-filling energy becomes more important relative to the bending energy. As there is no void-filling contribution to the free energy in the $L_\alpha$ phase, increase in $\tau$ increases the free energy of the $H_{II}$ phase with respect to the free energy in the $L_\alpha$ phase. Accordingly, for smaller $\tau$, the $H_{II}$ phase is already preferred at smaller $|H_m|$ (Fig. 7.9B). For stiff hydrocarbon chains (i.e., high values of $\tau$), the lamellar phase has lower energy than the inverted hexagonal phase. Isotropic lipid molecules in the inverted hexagonal phase also exhibit the lowest energy for less stiff hydrocarbon chains.

To promote and stabilize the $H_{II}$ phase with increasing temperature, the energy difference between the $L_\alpha$ and the $H_{II}$ phase should be larger than the energy of thermal shape fluctuations. It is not likely that the system will remain in a state of high energy; rather the configuration will adjust such that the free energy is minimized. Further, it is important to stress that the anisotropy of the phospholipid molecules contributes to a steeper increase in the
Figure 7.9 Free energy per lipid molecule $F/n_0 A$ comprising bending and interstitial contributions as a function of the intrinsic mean curvature of lipid molecules $|H_m|$ in the L$_\alpha$ and H$_{II}$ phase for various values of $\tau$ and $\tilde{k}/kT = 1$ (see Eq. 7.44). The values of the intrinsic curvature deviator $D_m = -H_m$ and $H_m < 0$ correspond to inverted wedge-like lipid shapes (A) (see also Fig. 7.5 and Fig. 6.1D), while $D_m = 0$ and $H_m < 0$ correspond to inverted conical lipid shapes (Fig. 6.1E). Reprinted with permission from Mareš, T., Daniel, M., Perutkova, Š., Perne, A., Dolinar, G., Iglič, A., Rappolt, M., and Kralj-Iglič, V. Role of phospholipid asymmetry in the stability of inverted hexagonal mesoscopic phases. *J. Phys. Chem. B.*, 112(51), pp. 16575–16584. Copyright 2008, American Chemical Society.

The absolute value of the energy difference between the L$_\alpha$ and the H$_{II}$ phase with temperature (compare panels (A) and (B) in Fig. 7.9) and therefore, greatly promotes and stabilizes the H$_{II}$ phase.

For a more detailed study of the H$_{II}$ phase, Fig. 7.10 shows the dependence of the unit parameter $a$ (panel A) and of the effective radius of the pivotal surface in the H$_{II}$ phase $r$ (panel B) on the intrinsic mean curvature $H_m$ for anisotropic molecules ($D_m = |H_m|$). Figure 7.10 shows the dependence of the cylinder radius $r$ (i.e., the effective radius of the pivotal surface) and of the distance between the centres of the lipid cylinders $a$, respectively, (Fig. 6.4), on the intrinsic curvature $|H_m|$ for three values of constant $\tau$ of anisotropic lipid molecules. The increase in $|H_m|$ causes a decrease in both $a$ and $r$, that is, the H$_{II}$ phase is composed of lipid cylinders with small radius $r$ and small separation $a$ for lipids of large mean...
Figure 7.10 Structural parameters of the H_{II} phase for inverted wedge-like shaped lipids with $D_m = |H_m|$ (see Figs. 6.1D and 7.5). The optimal unit cell parameter $a$ (A) and the optimal pivotal plane radius $r$ (B) are plotted versus the absolute value of the mean curvature $H_m$ for different lipid chain rigidities $\tau$ and $k/kT = 1$. The two horizontal dashed lines mark realistic values for $a$ and $r$, respectively (Table 7.1). For definitions of $a$ and $r$ see Fig. 6.4. Reprinted with permission from Mareš, T., Daniel, M., Perutkova, Š., Perne, A., Dolinar, G., Iglič, A., Rappolt, M., and Kralj-Iglič, V. Role of phospholipid asymmetry in the stability of inverted hexagonal mesoscopic phases. *J. Phys. Chem. B.*, 112(51), pp. 16575–16584. Copyright 2008, American Chemical Society.

Intrinsic curvature. Decreasing the absolute value of the mean intrinsic curvature $|H_m|$ increases both the radius of the H_{II} cylinders and the lattice length. However, cylinders of large radii increase the void space and the corresponding stretching of hydrocarbon chains. Therefore, the maximum radii of the cylinders are limited by the energy of the interface region between the cylinders. If the hydrocarbon chains are stiff enough (large value of $\tau$), the creation of voids is energetically unfavourable. In this case, small radii of the cylinders are preferred as they provide small void spaces (Fig. 7.10A). On the other hand, if the stretching of hydrocarbon chains does not require much energy (small $\tau$), larger radii of the hydrocarbon chains are permitted.

It is instructive to compare the theoretical predictions with experimental data (see Rappolt et al., 2003, 2008, and Fig. 7.10, dashed lines). First, it shows us that realistic values of the stretching
Table 7.1 Geometrical parameters of the $L_\alpha$ and $H_{II}$ phases at $T = 74^\circ C$

<table>
<thead>
<tr>
<th>Parameter</th>
<th>$L_\alpha(74^\circ C)$</th>
<th>$H_{II}(74^\circ C)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$d, a$ [nm]</td>
<td>4.99</td>
<td>7.24</td>
</tr>
<tr>
<td>$d_{pol}, r$ [nm]</td>
<td>2.5</td>
<td>2.67</td>
</tr>
<tr>
<td>$s_0 (s_{min}, s_{max})$ [nm]</td>
<td>1.47</td>
<td>1.13 (0.95, 1.51)</td>
</tr>
<tr>
<td>$a_0$ [nm$^2$]</td>
<td>0.65</td>
<td>0.65</td>
</tr>
<tr>
<td>$H$ [nm$^{-1}$]</td>
<td>0</td>
<td>0.187</td>
</tr>
</tbody>
</table>

Note: The structural parameters are defined in Figs. 6.4 and 7.8. The experimental values are taken from Rappolt et al. (2003)

moduli $\tau$ most probably lie between 0 and 20 $kT$ nm$^{-2}$ (for large enough $\tau$, for example, $\tau = 95$ $kT$ nm$^{-2}$ no realistic dimensions of the $H_{II}$ lattice can be predicted). Second, realistic magnitudes of the intrinsic mean curvature $|H_m|$ lie probably in the range of 0.1–0.2 nm$^{-1}$. Note that this comes close to the value of the mean curvature of the POPE-water system (Table 7.1) and is also in good agreement with the values of intrinsic curvatures of lipids important in the membrane fusion process (Churchward et al., 2008 and references therein) where structures similar to inverted hexagonal phases are formed. The effect of the contact (stretching) energy in stabilization of the hexagonal phase becomes important if the value of $\tau$ is large enough. A large diameter of the lipid cylinder with radius $r$ produces larger voids that are energetically unfavourable (see also Figs. 6.4 and 7.8).

7.5 Nucleation in the Lamellar ($L_\alpha$) to Inverted Hexagonal ($H_{II}$) Phase Transition

In order to describe the $L_\alpha$–$H_{II}$ phase transition we can follow a simple scenario, in which a configuration is imagined consisting of an inverted central phospholipid cylinder embedded in two adjacent lipid bilayers (see Fig. 7.6). The two inner lamellar monolayers are fused, exhibiting bulb-like closures on both sides of the cylinder, while the outer monolayer leaflets follow the contours of the cylinder and of the bulb-like closures (see Fig. 7.11). The chosen configuration is considered to be the smallest unit to follow the
nucleation process of the H_{II} hexagonal phase in the L_{α} phase and is based on experimental results (see also Rappolt et al., 2003, 2008).

As the temperature increases, $D_m$ and $|H_m|$ change (see also Fig. 7.5) thereby affecting the equilibrium configuration. The nucleation configuration is considered to be stable when the free energy per molecule of the configuration with a bulb-like closure is lower than the free energy per molecule of the all-planar lipid configuration.

To estimate the overall optimum configuration (the shape of the neighbouring closures, the radius of the central cylinder and the shapes of the neighbouring enclosing monolayers), the minimum of the free energy of the system was determined. For this purpose an original approach was developed which combines the solution
of the Euler–Lagrange differential equations and the Monte Carlo simulation annealing numerical method described below.

Following Rappolt’s nucleation model of the $L_\alpha$–$H_I$ transition (see Rappolt et al., 2003, 2008), the surface of the monolayer forming a closure is described by the radius vector $\mathbf{r} = (x, y, z(x))$ (Figs. 7.6 and 7.11), from which the mean (see also Chapter 5):

$$2H = \frac{-\frac{\partial^2 z}{\partial x^2}}{\left(1 + \left(\frac{\partial z}{\partial x}\right)^2\right)^{3/2}},$$

(7.45)

and the Gaussian curvatures:

$$K = C_1 C_2 = 0.$$  

(7.46)

are derived. The surface is given in terms of the arc length $l$, so that $\sin \psi = -\frac{dz}{dl}$ and $\cos \psi = \frac{dx}{dl}$. Considering the above definitions, the mean curvature is expressed as $2H = 2D = \frac{d\psi}{dl}$, while the area element is $dA = dl\, dy$. For reason of symmetry, only the part of the contour above the $x$-axis is considered in determination of the equilibrium shape of the closure.

The coordinates, the area, the area element and the bending energy are written in dimensionless form. Normalizing the curvatures and distances by an arbitrary unit of length $z_0$ (for the sake of simplicity we set $z_0 = 1$ nm) gives dimensionless (reduced) curvatures $h = z_0 H$, $d = z_0 D$, $h_m = z_0 H_m$, $d_m = z_0 D_m$ and a dimensionless arc length $\tilde{l} = l/z_0$. The area element is normalized to $y z_0$. The bending energy (Eq. 7.29) is normalized to $n_0 \xi y/2z_0$:

$$f_b = \int (\zeta - \zeta_m)^2 dl + \int (d^2 + d_m^2) dl$$

$$-\kappa \int \ln(2 \cosh((1 + \tilde{k}/kT)\vartheta 2d_m d)) dl,$$

(7.47)

where $\kappa = 1/\vartheta = 2kT z_0^2/\xi$. To minimize the bending energy (Eq. 7.48) the functional

$$L = \left(\frac{1}{2} \frac{d\psi}{dl} - \zeta_m\right)^2 + \frac{1}{4} \left(\frac{d\psi}{dl}\right)^2 - \kappa \ln(2 \cosh((1 + \tilde{k}/kT)\vartheta 2d_m d))$$

$$-\lambda \left(\cos \psi - \frac{dx}{dl}\right) - \nu \left(\sin \psi - \frac{dz}{dl}\right),$$

(7.48)

is substituted in a system of Euler–Lagrange equations (see Mareš et al., 2008):

$$\frac{\partial L}{\partial \psi} - \frac{d}{dl} \left(\frac{\partial L}{\partial \psi_l}\right) = 0,$$

(7.49)
\[
\frac{\partial L}{\partial x} - \frac{d}{d\tilde{l}} \left( \frac{\partial L}{\partial x_t} \right) = 0,
\] (7.50)

\[
\frac{\partial L}{\partial z} - \frac{d}{d\tilde{l}} \left( \frac{\partial L}{\partial z_t} \right) = 0,
\] (7.51)

where \( \psi_t = \frac{d\psi}{d\tilde{l}}, x_t = \frac{dx}{d\tilde{l}}, \) and \( z_t = \frac{dz}{d\tilde{l}}. \) By introducing the variable \( \gamma = x \frac{d\psi}{d\tilde{l}}, \) the system of equations (7.49–7.51) yields (see Mareš et al., 2008)

\[
\frac{d\gamma}{d\tilde{l}} = \frac{\gamma}{x} \cos \psi + \frac{(\lambda \sin \psi - \nu \cos \psi)x}{1 - \frac{1}{\cosh^2 \left( \frac{k}{kT} \right)}},
\] (7.52)

\[
\lambda = \text{const}, \ \nu = \text{const}.
\] (7.53)

where \( \lambda \) and \( \nu \) are local Lagrange multipliers and \( \tilde{\theta} = \tilde{\theta}(1 + \tilde{k}/kT). \) The system of Eqs. 7.52–7.53 was solved numerically by using the Merson method (Mareš et al., 2008) to yield the equilibrium contour map of the pivotal plane of the bulb-like closure as shown in Fig. 7.11.

The configuration of monolayers adjacent to the central cylinder representing a nucleation line for the \( L_\alpha-H_{II} \) phase transition is described by the radius of the central cylinder and a set of \( N \) angles, \( \psi_t = 1, 2, \ldots, N, \) describing the bulb-like closure and the surrounding monolayers (see Fig. 7.11), which were divided into \( N \) sufficiently small parts. Boundary conditions were introduced to reflect connections within the different parts of the system. Due to symmetry, this unit includes a quarter of the cylinder, half of the bulb-like closure, and one neighbouring monolayer.

Minimization of the free energy of the system was performed by the Monte Carlo simulation annealing sampling strategy. The method was introduced by Kirkpatrick et al. in 1983 as an adaptation of the Metropolis–Hastings algorithm, which constitutes the Monte Carlo method (Metropolis et al., 1953).

Solving the equilibrium configuration of the system with an inverted cylinder surrounded by two monolayers and two bulb-like closures yielded the results depicted in Figs. 7.12 and 7.13.

In Figure 7.12, snapshots of the equilibrium configurations for anisotropic phospholipids (setting \( D_m = |H_m| \)) and different values of model parameters are displayed. The top row presents the \( L_\alpha \)
Figure 7.12 Configuration of a system of two monolayers, a cylinder of $H_{II}$ phase and two bulb-like closures representing a nucleation line in the $L\alpha$- $H_{II}$ transition for different intrinsic curvatures $H_m$ and different stretching moduli of the phospholipid chains $\tau$. We assume that phospholipid molecules are anisotropic corresponding to $D_m = |H_m|$. The free energy per lipid molecule and the radius of the central cylinder are given for each configuration. Reprinted with permission from Mareš, T., Daniel, M., Perutkova, Š., Perne, A., Dolinar, G., Iglč, A., Rappolt, M., and Kralj-Iglč, V. Role of phospholipid asymmetry in the stability of inverted hexagonal mesoscopic phases. *J. Phys. Chem. B.*, 112(51), pp. 16575–16584. Copyright 2008, American Chemical Society.

phase with values of the free energy per lipid molecule of the pure $L\alpha$ phase. The next two rows show the equilibrium configuration of the system with the first cylinder of the $H_{II}$ phase embedded between two monolayers. The energy of these structures is described by the energy difference $\Delta f = f_{H_{II}} - f_{L\alpha}$, where $f_{H_{II}}$ is the energy per lipid molecule in the hexagonal phase and $f_{L\alpha}$ is the energy per lipid molecule in the lamellar phase at the given values of model constants. From top to bottom, the stretching modulus of the phospholipid chains is increased: $\tau = (0.95, 9.50$ and $95.00) kT \text{nm}^{-2}$. From left to right the lipid intrinsic mean curvature $|H_m|$ is increased: $|H_m| = (0, 0.15, 0.3) \text{nm}^{-1}$. 
The configuration with the cylinder and bulb-like closures becomes energetically more favourable than the L_{α} phase at high enough values of D_{m} = |H_{m}|. This is in agreement with the fact that formation of the H_{II} phase is promoted with increasing temperature. In the model, increase in temperature is simulated by increasing D_{m} = |H_{m}| (see also Fig. 7.5). For higher D_{m} = |H_{m}| the energy difference Δf decreases thereby favouring the configuration with the cylinder. This phenomenon is in accordance with experimental results showing that the formation of the H_{II} phase is promoted by increasing temperature (Perutková et al., 2011; Rappolt et al., 2003). The difference between the configurations C and F in Fig. 7.12 is −1.39 kT per lipid molecule in favour of the configuration with the cylinder, which is considerable.

It is evident from Fig. 7.12 that the radius of the central cylinder r decreases with increase in stretching modulus of the phospholipid chains τ and decrease in D_{m} = |H_{m}| which is in agreement with the results presented in Fig. 7.10. Formation of a cylinder in the lamellar phase disturbs the adjacent lipid layers less as the radius of the cylinder r decreases.

For high enough values of τ there is a negligible effect of D_{m} = |H_{m}| on the equilibrium radius of the central cylinder r because the stretching modulus τ plays a decisive role in the energy balance, and also because the contact energy is much higher than the bending energy. On the other hand, small τ means a low contact (stretching)
energy that cannot compete with the bending energy. Consequently, for larger $D_m = |H_m|$ and small $\tau$ the radius $r$ is determined mainly by the bending energy, which is the lowest when $r$ comes close to $|1/H_m|$ (see Fig. 7.12). With the increasing contribution of the interstitial energy, the shape of the curved monolayers is mainly determined by avoiding stretching of the lipid tails.

To resume, when the free energy of the presented configuration is calculated and compared to the energy of the pure lamellar system, the configurations of anisotropic molecules with high enough intrinsic curvatures and low enough stretching moduli have a lower energy than the $L_{\alpha}$ phase and promote the formation of the $H_{II}$ phase.

The transition from the $L_{\alpha}$ to $H_{II}$ phase in the described nucleation model (Mareš et al., 2008) occurs at the energy difference $\Delta f = 0$, that is, when the energy of the $H_{II}$ phase is equal to the energy of the $L_{\alpha}$ phase for $|H_m| = D_m$, (see Fig. 7.13). By comparison of three different configurations of $H_{II}$ nucleation corresponding to different values of phospholipid chain stiffness, one can see that for low $\tau$ the $L_{\alpha}$-$H_{II}$ transition takes place for smaller $|H_m|$ and the predicted radius of the initial cylinder does not have a realistic value ($r = 3.49$ nm), that is, it is much larger than the experimental values (Rappolt et al., 2003, 2008). However, for larger values of $\tau$ the calculated $r$ corresponds to the experimental values much better. At $|H_m| = 0.155$ nm$^{-1}$ the nucleation cylinder radius is 2.47 nm, which agrees well with data obtained from X-ray experiments (Laggner et al., 1991; Rappolt et al., 2003). As the decrease of free energy with increase in $|H_m|$ is more pronounced in the pure hexagonal phase (Fig. 7.9) than in the nucleation configuration (Fig. 7.13), values of $\tau$ around $9.5 kT$/nm$^2$ would lead to stabilization of the $H_{II}$ phase at higher temperatures. For large $\tau = 95 kT$/nm$^2$, the predicted nucleation transition is again less realistic since the predicted value of $r = 1.49$ nm is too small.

To conclude, the stability of the inverted hexagonal phase depends on the energy balance between different contributions to the system free energy, hence the main problem in the theoretical description of the lamellar to inverted hexagonal phase transition and in explanation of the stability of the $H_{II}$ lipid phase consists in finding an appropriate expression for the free energy of the system.
Most contemporary theoretical models of the free energy of the inverted hexagonal phase showed that in addition to the bending energy term, it is necessary to consider the energy term, which depends on the dimensions of the "voids" in the hexagonal lattice, the so-called interstitial energy (Kozlov et al., 1994; Malinin and Lentz, 2004). In one study (Mareš et al., 2008; Perutková et al., 2011), this assumption was followed and the interstitial energy taken into account. In our model the interstitial energy is expressed by the stretching energy of the phospholipid chains (Duesing et al., 1997; May, 2000). In addition, description of the bending energy was improved by taking into account deviatoric bending due to the average orientational ordering of lipid molecules which may in general be anisotropic (see Mareš et al., 2008; Perutková et al., 2011; Rappolt et al., 2008) and also Fig. 7.5.

It is noteworthy that both the deviatoric contribution as well as the stretching energy of the chains are necessary to explain the stability of the $L\alpha$ and the $L\alpha$ to $H_{II}$ phase transition for the model constants estimated from experimental data (Rappolt et al., 2003). In a first approach the effect of the stretching of the chains was considered constant (as in Kozlov et al., 1994), while in a second approach the model was improved (Mareš et al., 2008) by introducing the conformational free energy of the individual hydrocarbon chains in the hexagonal lattice (the stretching energy of the hydrocarbon chains). Assuming solely the isotropic bending and stretching energy of the chains leads to quite high intrinsic curvatures of the phospholipid molecules in comparison to the curvature of the cylinders in the stable inverted hexagonal phase, whereas if the stretching energy of the chains is neglected the stability of the lamellar phase for low intrinsic curvatures of the lipids cannot be predicted, as observed in real lyotropic mesophases (Mareš et al., 2008; Perutková et al., 2011; Seddon and Templer, 1995).

Models based on isotropic elasticity described the $L\alpha$-$H_{II}$ phase transition by showing that at a certain temperature, the free energy of the system is lowered as it converts from the $L\alpha$ phase to the $H_{II}$ phase (see Kirk et al., 1984). However, the energy difference was found to be lower than $0.1 \, kT$ (Kozlov et al., 1994). The results presented in this section follow the general conclusions of previous
models. However, the energy difference obtained becomes much larger at elevated temperatures if the average orientational ordering of anisotropic lipid molecules on the highly curved surfaces of the \( \text{H}_{\text{II}} \) phase is taken into account (i.e., if the anisotropic elasticity of the lipid monolayer is considered). This energy difference is sufficient for the stability of a single cylinder within the lamellar stack and therefore supports previously suggested nucleation models, which are based on line defects (Marrink and Mark, 2004; Rappolt et al., 2003, 2008; Siegel, 1986).

Our results therefore indicate that deviatoric bending can explain the stability of the \( \text{H}_{\text{II}} \) phase at higher temperatures. However, for the \( \text{L}_\alpha-\text{H}_{\text{II}} \) transition, tuning of the deviatoric bending energy by the isotropic bending energy and the interstitial energy is needed. In spite of the many simplifications introduced into the present theoretical description, the results of our modelling and simulations are in good agreement with the experimental results (Mareš et al., 2008; Rappolt et al., 2003, 2008). Among other things it is shown that with increasing absolute values of the intrinsic curvatures of lipid molecules \( C_1 \) and \( C_2 \) (which are assumed to increase with increase in temperature), the \( \text{L}_\alpha-\text{H}_{\text{II}} \) phase transition occurs beyond a certain threshold temperature. Further, we could also reproduce realistic structures in good agreement with the experimental results. The results presented (see also Mareš et al., 2008; Perutková et al., 2011) thus, show that deviatoric bending plays an important role in the stability of the inverted hexagonal phase and in the \( \text{L}_\alpha-\text{H}_{\text{II}} \) phase transition.

In this theoretical analysis we did not take into account the dependence of the chain stretching modulus \( \tau \) on temperature (see Boal, 2002), which is based on the elasticity of lipid chains. We expect that neglecting the temperature dependency of \( \tau \) results in the slope of the energy dependence of \( D_m = |H_m| \) being less pronounced (see Fig. 7.9). Another simplification introduced in our theoretical model is the assumption of circular cross-sections of lipid tubes in the \( \text{H}_{\text{II}} \) phase. A non-circular cross-section of lipid tubes would lower the stretching energy of phospholipid chains (Perutková et al., 2011), but would also contribute to higher bending of the monolayer.

Recently, the non-circular cross-section of the polar–apolar interface of the \( \text{H}_{\text{II}} \) phase was studied in minute detail by analysing
small angle X-ray diffraction data (Perutková et al., 2011). On this structural basis Monte Carlo simulated annealing (MC) variation of the free energy was carried out, both on the formation of the \( H_{II} \)-phase and on the particular shape of the cross-section in the \( H_{II} \)-phase. Equilibrium in the \( H_{II} \)-phase pivotal-plane contour and the corresponding values of the mean intrinsic curvature \( (H_m) \) and the hydrocarbon chain stiffness \( (\tau) \) were determined from the MC calculations (Perutková et al., 2011). Comparing the measured structural data with predictions from the MC calculations, including lipid anisotropy, and accounting for the elastic deformations of the pivotal plane allowed determination of a relation between bending deformation and stretching of the hydrocarbon chains (Perutková et al., 2011).

### 7.6 Bending Energy of Anisotropic Lipid Bilayer

As in the previous sections, it is assumed that a single phospholipid molecule represents the building unit of the phospholipid bilayer, and that in the phospholipid bilayer there are two opposing surfaces that are in close contact. As before it is considered that the phospholipid molecules, due to their structure, are anisotropic with respect to the axis pointing in the direction of the normal to the bilayer (Fig. 7.1). They are free to rotate within the plane of the bilayer, but at a given site of the molecule (a given local curvature of the layer) it could be expected that different orientational states would have different energies and that the molecule would on average spend more time in the configuration with lower energy. It is therefore appropriate to use Eq. 7.11 to calculate the contribution of a single phospholipid molecule to the free energy of the bilayer.

In the first approximation, the free energy of the phospholipid bilayer is obtained by summing the contributions of individual phospholipid molecules \( (f_i) \) of both layers:

\[
F_b = \int n_{out} f_i(C_1, C_2) dA + \int n_{in} f_i(-C_1, -C_2) dA,
\]

where \( n_{out} \) and \( n_{in} \) are the area densities of lipid molecules in the outer and the inner layer, respectively. Integration is performed over the whole bilayer area \( A \). Note that the principal curvatures in
the inner layer have the opposite sign to the sign of the principal curvatures of the outer layer due to the specific configuration of the phospholipid molecules within the layers touching by the tails.

If we assume for simplicity that the area densities are constant over the respective layers and also equal \( n_{\text{out}} = n_{\text{in}} = n_0 = 1/a_0 \), where \( a_0 \) is the area per lipid molecule, and substitute the expression for the single-unit energy (Eq. 7.11) in Eq. 7.54, we obtain (Kralj-Iglić, 2002):

\[
F_b = n_0 \xi \int H^2 dA + n_0 \frac{\xi + \xi^*}{2} \int D^2 dA - 2n_0 kT \int \ln \left( I_0 \left( \frac{\xi + \xi^*}{2kT} DD_m \right) \right) dA ,
\]

(7.55)

where constant terms are omitted. In integrating, the differences in the areas of the inner and the outer layer were disregarded, so that the contributions proportional to the intrinsic mean curvature \( H_m \) of the inner and the outer layer cancelled and there is no spontaneous curvature for the bilayer vesicles composed of a single species of molecules. It follows from Eq. 7.55 that the free energy of the phospholipid bilayer can be expressed by two first order invariants of the curvature tensor (Eq. 5.32)—trace \( (2H) \) and deviator \( (D) \). Taking into account the relation \( D^2 = H^2 - C_1 C_2 \) we can rewrite Eq. 7.55 in the form \( F_b = \int f_b \, dA \), where the area energy density \( f_b \) is

\[
f_b = \left( \frac{\xi + \xi^*}{8} \right) n_0 (2H)^2 - \left( \frac{\xi + \xi^*}{2} \right)n_0 C_1 C_2 - 2n_0 kT \ln \left( I_0 \left( \frac{\xi + \xi^*}{2kT} DD_m \right) \right) .
\]

(7.56)

If we consider surfaces with small curvature deviators \( D \) or lipid molecules with small \( D_m \), we can substitute the term \( \ln(I_0) \) in Eq. 7.56 by the first term in the Taylor expansion: \( \ln(I_0(x)) \cong \ln(1+x^2/4) \cong x^2/4 \). Thus, the above general expression for the area density of the local bilayer bending energy (Eq. 7.56) transforms into the area density of the Helfrich local (isotropic) bending energy (Helfrich, 1973):

\[
f_b = \frac{k_c}{2} (2H)^2 + k_G K ,
\]

(7.57)
where the constants $k_c$ and $k_G$ are:

$$k_c = \frac{(3\xi + \xi^*)n_0}{4} - \frac{(\xi + \xi^*)^2 D_m^2 n_0}{16kT}, \tag{7.58}$$

$$k_G = -\frac{(\xi + \xi^*)n_0}{2} + \frac{(\xi + \xi^*)^2 D_m n_0}{8kT}. \tag{7.59}$$

In the simplest case, where only isotropic phospholipid molecules within the lipid monolayer are taken into account ($D_m = 0$), the constants are defined as:

$$k_c = \frac{(3\xi + \xi^*)n_0}{4}, \tag{7.60}$$

$$k_G = -\frac{(\xi + \xi^*)n_0}{2}. \tag{7.61}$$

However, in the limit of large $(\xi + \xi^*)DD_m/2kT$ it follows from Eq. 7.55 (or Eq. 7.56):

$$f_b \cong n_0\xi H^2 + \frac{(\xi + \xi^*)n_0}{2} D^2 - n_0(\xi + \xi^*)DD_m \tag{7.62}$$

$$= \frac{k_c}{2} (2Il)^2 + k_G K - n_0(\xi + \xi^*)DD_m.$$

which cannot be rewritten in the form of the Helfrich Hamiltonian, and $k_c$ and $k_G$ are given by Eqs. 7.60 and 7.61. Note that $D = (H^2 - C_1 C_2)^{1/2}$. Eq. 7.62 can be also rewritten (up to the constant term) in the form (see also Fischer, 1992, 1993):

$$f_b \cong n_0\xi H^2 + \frac{(\xi + \xi^*)n_0}{2} (D - D_m)^2. \tag{7.63}$$

### 7.7 Stability of Phospholipid Nanotubes Determined by the Anisotropic Properties of Lipid Molecules

It is assumed that the stable shape of the phospholipid vesicle is determined by the minimum in the free energy of the phospholipid bilayer. This represents a variational problem in which it is required that the variation of the free energy (Eq. 7.55) with respect to the curvature field vanish at given constraints. The principal curvatures as functions of the position are the relevant extremal. A rigorous solution of the variational problem would be obtained by stating
and solving the corresponding Euler–Lagrange equations (Deuling and Helfrich, 1976). However, in the present state of knowledge it is more appropriate to estimate the behaviour of the system by applying an adjustable parametric ansatz for the shape. As in this contribution we focus on the general properties of the system and not on the details of the shape, we do not in this section consider the rigorous solution of the variational problem but rather follow the method based on the parametric model.

The equilibrium shape is determined by the minimum of the bilayer membrane free energy (Eq 7.55). The relevant geometrical constraints are taken into account: the bilayer area \( A \) and the enclosed volume \( V \) are fixed,

\[
A = \int dA, \tag{7.64}
\]

\[
V = \int dV. \tag{7.65}
\]

Considering the bilayer couple principle (Evans, 1974; Helfrich, 1974; Sheetz and Singer, 1974), another constraint requires that the difference between the two membrane layer areas \( \Delta A \) is fixed (Svetina et al., 1982),

\[
\Delta A = \delta \int (2H)dA, \tag{7.66}
\]

where \( \delta \) is the distance between the two layer neutral areas. In expression (7.66) it is assumed that \( \delta \) is small with respect to \( 1/H \). The quantity \( \Delta A \) is assumed to reflect the conditions in which vesicle formation took place and is determined, for example, by the number of phospholipid molecules that constitute the respective layers.

To determine the equilibrium shape, for the sake of simplicity we compare two shapes that represent the limits of the class of shapes with a long thin protrusion. In the first case the protrusion consists of equal small spheres (see Fig. 7.14A), while in the second case the protrusion consists of a cylinder closed by hemispherical caps (see Fig. 7.14B). It is expected that these two limiting shapes are continuously connected by a sequence of shapes with decreasingly exhibited undulations of the protrusion. As we focus on the general
behaviour of the system we do not consider the intermediate shapes explicitly.

Each of these two limiting cases can be described by three geometrical model parameters (see Fig. 7.14). In the shape with small spheres these parameters are the radius of the spherical mother vesicle $R_{sph}$, the radius of the small spheres $r_{sph}$ and the number of small spheres $N_{sph}$ (see Fig. 7.14A). As in long thin protrusions $N_{sph}$ is expected to be large, any real number is allowed for the parameter $N_{sph}$. In the shape with the cylindrical protrusion these parameters are the radius of the spherical mother vesicle $R_{cyl}$, the radius of the cylinder and the closing hemispheres $r_{cyl}$, and the length of the cylinder $l$ (see Fig. 7.14B). The geometrical parameters of the shape in both cases can be determined from the
Figure 7.15 A phase diagram of calculated equilibrium vesicle shapes with bead-like or tubular protrusions in the space of the relative (reduced) intrinsic curvature deviator $d_m = R D_m$ and the relative (reduced) area difference $\Delta a = \Delta A / 8\pi \delta R$. Regions where the vesicle shapes with the respective kind of protrusions (bead-like or tubular) are energetically more favourable are marked. The sequence of vesicle shapes shown in the figure indicates the process of diminishing $\Delta a$ at constant $\nu$ that could be observed experimentally (Fig. 6.8). For simplicity we assume $\xi = \xi^*$ therefore $\xi \simeq k_b / n_0$. The values of model parameters are: $a_0 = 0.6 \text{ nm}^2$, $R = (A / 4\pi)^{1/2} = 10^{-5} \text{ m}$, $k_c = 20 kT$, while $\nu = (36\pi V^2 / A^3)^{1/2} = 0.95$ and $a = A / 4\pi R^2 = 1$. The shapes corresponding to different $\Delta a$ are depicted with the centre of the spherical part at the respective $\Delta a$ values. Reproduced with permission from Kralj-Iglič, V., Iglič, A., Gomišček, G., Sevšek, F., Arrigler, V., and Hägerstrand, H. (2002). Microtubes and nanotubes of a phospholipid bilayer membrane. *J. Phys. A: Math. Gen.*, 35, pp. 1533–1549. Copyright IOP Publishing. doi:10.1088/0305-4470/35/7/305.

Geometrical constraints for the relative area, the relative volume $\nu$ and the relative area difference $\Delta a$ (see Fig. 7.15) (Kralj-Iglič, 2002).

In considering the deviatoric energy (third term in Eqs. 7.55 and 7.56), it can be assumed that there is no deviatoric contribution in the shape composed of spheres connected by infinitesimal necks.
At the spherical parts there is no deviatoric contribution as the local curvature deviator $D$ is equal to zero. In the infinitesimal neck, the curvature deviator is very large, but the area of the neck is very small. Numerical calculations of the membrane free energy of the shape sequence leading to two spheres connected by an infinitesimal neck showed that as the limit shape is approached, the deviatoric contribution of the neck diminishes (Kralj-Iglič et al., 1999; Kralj-Iglič, 2002). In the shape with a cylindrical protrusion we considered the deviatoric contribution of the cylindrical part. There is no deviatoric contribution from the neck connecting the mother sphere and the protrusion, the spherical caps of the protrusion and the mother sphere.

Figure 7.15 shows a phase diagram exhibiting the regions corresponding to calculated stable shapes composed of the spherical mother vesicle and a tubular protrusion and to stable shapes composed of the spherical mother vesicle and a protrusion consisting of small spheres connected by infinitesimal necks.

For tubular protrusions the deviatoric contribution (third term in Eq. 7.55) is large enough to compensate for the less favourable isotropic local bending energy of the cylinder. The corresponding deviatoric energies are larger than the estimated energy of thermal fluctuations. On the other hand, for lower $\Delta r = \Delta A / 8\pi \delta R$ (where $R = (A / 4\pi)^{1/2}$), the protrusion of the same membrane area and enclosed volume is shorter and broader, so that its mean curvature is lower. The corresponding deviatoric term of the cylinder is too small to be of importance and the shape with the bead-like protrusion(s) has lower free energy. At a chosen intrinsic anisotropy of lipids, the calculated shapes with small spheres are energetically more favourable below a certain $\Delta r$, while above this threshold the shapes with cylinders are favoured.

The sequence of shapes shown in Fig. 7.15 roughly simulates the transformation observed experimentally (Fig. 6.8). Initially, $\Delta r$ is large and the shape is composed of the mother sphere and a long thin nanotube. Assuming that the volume of the vesicle remains constant, the number of phospholipid molecules in the outer layer diminishes with time, therefore $\Delta r$ decreases and the tubular protrusion becomes thicker and shorter. In the experiment (Kralj-Iglič et al., 2001a), undulations of the protrusion became
increasingly noticeable with time. Our theoretical results shown in Fig. 7.15 exhibit a discontinuous transition from a tubular protrusion to a protrusion composed of small spheres connected by infinitesimal necks as we consider only the limits of the given class of shapes. Therefore, the phase diagram and the sequence (see Fig. 7.15) should be viewed only as an indication of the tendency to the shape transition and not of the details of the shape.

It follows from the above described analysis (Kralj-Iglič, 2002) that the deviatoric contribution to the membrane free energy (third term in Eq. 7.55) is considerable only in those regions of the vesicle membrane with a large absolute value of the difference between the two principal curvatures (i.e., for the values of $1/D$ of the order of a micrometer or smaller). Elsewhere the deviatoric contribution (third term in Eq. 7.56) is negligible.

It should also be stressed that within the Helfrich elasticity theory (Eq. 7.57) of the isotropic bilayer membrane (where the third term in Eq. 7.56 is neglected), the calculated shape with a protrusion composed of small spheres that are connected by infinitesimal necks would always be favoured over the shape with a tubular protrusion. Therefore, this theory is unable to explain stable tubular protrusions (see also Kralj-Iglič, 2002).

The mechanism of spontaneous shape transformation that was observed in experiments (Kralj-Iglič et al., 2001a) remains largely obscure. The tubular character of the protrusions may persist even when the protrusions become thicker, while more peculiar shapes with undulating protrusions can also be found (see Fig. 7.16). Also, the timing of the transformation may vary from minutes to hours, as the protrusions are initially of very different lengths (see Fig. 7.16). If the tubular protrusion becomes thicker in the process of spontaneous shape transformation, the curvature decreases and the deviatoric contribution may become negligible, unless the protrusion develops necks that may also produce minima in the free energy dependence on $\Delta a$ (Kralj-Iglič et al., 1999). Indeed, oscillations of the neck width with time were observed, indicating increased stability of the necks (not shown). A similar effect—persistence of the neck connecting a spherical daughter vesicle and a mother vesicle—was also observed in the opening of the neck induced by cooling, while formation of the neck by heating was quick
and took place at higher temperature, indicating hysteresis (Käs and Sackmann, 1991). The undulations of the protrusion producing narrow but finite necks could therefore, provide a mechanism that through shapes of lower $\Delta a$ would keep the membrane curvature deviator as high as possible and therefore the membrane free energy as low as possible.

It was suggested already by Fischer (1992, 1993) that phospholipid molecules with two hydrocarbon chains are in general anisotropic, despite the motion of their segments within the membrane layer. Based on decomposition of the elastic continuum into isotropic and deviatoric bending, he proposed an expression for the membrane local free energy

$$F_b = 2B_s \int (H - C_0/2)^2 dA + 2B_a \int (D - \theta)^2 dA,$$

(7.67)

where $B_s$ and $B_a$ are the constants of local isotropic and deviatoric bending, respectively, $C_0$ is the spontaneous curvature of the membrane and $\theta$ is the spontaneous warp. As evident, Fischer's Eq. 7.67
is actually consistent with the limit expression of Eq. 7.55 for large $(\xi + \xi^*) D D_m / 2kT$ given by Eqs. 7.62 and 7.63, where $C_0$ is assumed to be zero due to symmetry of the lipid monolayers. As claimed by Fischer the spontaneous warp (equivalent to our intrinsic (spontaneous) curvature deviator $D_m$) should originate from the anisotropy of the constituent molecules as also postulated in this chapter. However, Fischer then claimed that the spontaneous warp is negligible for a one component phospholipid membrane due to the fact that the membrane of such a vesicle, as observed in experiments, is locally flat. He argued that for a non-zero spontaneous warp the membrane would be corrugated. Experimental results for shapes with tubular protrusions (Kralj-Iglič et al., 2001a; Kralj-Iglič, 2002) show that the membrane is usually not flat. However, the bilayer is rather organized in a few longer protrusions than in numerous shorter folds. This seems to be energetically more favourable taking into account that the beginning and the end of the protrusion have a high local bending energy of the isotropic continuum. It must also be considered that the shape of the vesicle is subject to constraints regarding the membrane area, enclosed volume and the numbers of molecules constituting both layers. A shape with folds would have a considerably lower relative volume and a higher difference between the two membrane layer areas than a smooth shape of roughly equal appearance, therefore the two shapes would be rather far apart in the phase diagram of possible shapes. Shifting from one point to the other may involve processes required to overcome energy barrier(s), for example, due to the local bending energy of the isotropic continuum (Kralj-Iglič et al., 1999). Further, it was shown theoretically that the deviatoric effect is usually not uniformly distributed over the area of the vesicle, so that in this respect a description by spontaneous warp (Eq. 7.67) is oversimplified. Nevertheless, the theory of deviatoric elasticity of the lipid bilayer (Kralj-Iglič, 2002) presented in this section supports the general ideas of deviatoric elasticity proposed by Fischer.

Some models of the phospholipid bilayer membrane consider that the area per molecule may be different in the two membrane layers, but equal within each layer (Evans and Skalak, 1980; Helfrich, 1974). This effect is referred to as the relative stretching of the two layers. Considering the relative stretching of the two layers, an
additional non-local term appears in the expression for the Helfrich–Evans bending energy of a closed isotropic membrane bilayer (Evans and Skalak, 1980; Helfrich, 1974; Stokke et al., 1986):

$$F_{\text{tot}} = \frac{k_c}{2} \int (2H - \bar{C}_0)^2 \, dA + k_G \int C_1 C_2 \, dA + 2k_r A \langle (H) \rangle^2, \quad (7.68)$$

where

$$\langle H \rangle = \frac{1}{A} \int H \, dA, \quad (7.69)$$

is the average mean curvature and $k_r$ is the non-local bending constant (Evans and Skalak, 1980). The effective spontaneous curvature of the bilayer $\bar{C}_0$ (Helfrich, 1974; Miao et al., 1994; Mukhopadhyay et al., 2002) may derive from bilayer asymmetry due to the different environments on the two sides of the bilayer, due to their different compositions and due to the different numbers of molecules in the two constituent monolayers (Evans and Skalak, 1980; Helfrich, 1974). Equation 7.68 can be rewritten in the equivalent form:

$$F_{\text{tot}} = \frac{k_c}{2} \int (2H)^2 \, dA + k_G \int C_1 C_2 \, dA + 2k_r A \langle (H) - H_0 \rangle^2, \quad (7.70)$$

where the spontaneous average mean curvature $H_0$ is proportional to the parameter $\bar{C}_0$. Using the relation between $\Delta A$ and $\langle H \rangle$ (Eqs. 7.66 and 7.69), the energy $F_b$ can also be expressed by the area difference $\Delta A$ and the effective area difference $\Delta A_0 = 2A \delta H_0$ (Miao et al., 1994; Mukhopadhyay et al., 2002; Stokke et al., 1986). Therefore much later the above model of membrane bilayer elasticity was also named the area-difference-elasticity (ADE) model, (see, e.g., Kás and Sackmann, 1991). The parameters $\Delta A_0$ and $H_0$ depend on asymmetry in composition, environment and the number of molecules with respect to the two monolayers. In accordance with previous considerations (Helfrich, 1974; Miao et al., 1994), it was established that these effects should not enter the expression for the bending energy of a closed isotropic membrane bilayer (Eqs. 7.68 and 7.70) independently but only in the form of the (effective) spontaneous curvature of the bilayer $\bar{C}_0$, or alternatively in the form of the spontaneous average mean curvature $H_0$ (or effective relaxed area difference $\Delta A_0$) (Mukhopadhyay et al., 2002).
However, in determining the equilibrium shape of a phospholipid vesicle with protrusion the estimated effect of the non-local bending (relative stretching of the two membrane layers) on the calculated stable shape was found to be negligible in the region of long thin protrusions (Kralj-Iglič, 2002).

If the tube radius were only several nanometres, the thickness of the membrane itself (∼5 nm) is comparable to the radius of the protrusion. Therefore, the expression for the area difference (Eq. 7.66) should be reformulated (Szleifer et al., 1990) by considering that the membrane thickness is not very small compared to the dimensions of the protrusion.

The crude model of elasticity of the lipid bilayer presented in this chapter nevertheless shows that deviatoric elasticity offers a possible explanation for the stability of the phospholipid nanotubes attached to giant spherical phospholipid vesicles and for the observed shape transformation of the protrusion from the cylinder-like to the bead-like shape.

### 7.8 Shape Equation and Budding Transition of Phospholipid Vesicles

Budding of a bilayer membrane is a process that is vitally important for cells (Greenwalt, 2006; McMahon and Gallop, 2005). Accordingly, it is of interest to understand the mechanisms that are involved in the budding process (Božič et al., 2006; Laradji and Kumar, 2004; Miao et al., 1994; Sens and Gov, 2007; Sens and Turner, 2004). An important role of membrane budding has been found in immune response and pathological conditions (Farsad and De Camilli, 2003; Greenwalt, 2006). It was shown that membrane skeleton-detached, laterally mobile membrane lipids and integral membrane protein components, or their small complexes (membrane nanodomains) may be differentiated into highly curved spherical or tubular regions of cell membranes depending on their intrinsic shape and/or the direct interactions between them (see Farsad and De Camilli, 2003; Hägerstrand et al., 2006; Holopainen et al., 2000; Huttner and Zimmerberg, 2001; Iglič et al., 2007c). Clustering of membrane components or membrane nanodomains in highly
curved membrane regions therefore plays an important role in generation and stabilization of spherical and tubular membrane protrusions (Farsad and De Camilli, 2003; Huttner and Zimmerberg, 2001; Veranič et al., 2008).

In order to understand the basic physical properties of membrane budding (Fig. 7.17), the budding process has been studied in a simple system of bilayer membrane vesicles composed of a single or several phospholipid species (Lipowsky, 1991; Miao et al., 1994; Sackmann, 1994; Urbanija et al., 2008a) where changes of temperature may cause changes in the vesicle shapes and may in certain conditions induce formation of buds from the membrane bilayer surface (Käs and Sackmann, 1991; Urbanija et al., 2008a).

In the budding transition of a POPC-cardiolipin-cholesterol vesicle the initial pear-like shape was observed to continuously (smoothly) transform into a limiting shape composed of a larger
spheroidal parent cell and a smaller spheroidal daughter vesicle which are connected by a thin neck (see Fig. 7.17). In general temperature-induced budding of liposomes observed previously was continuous or discontinuous (Käs and Sackmann, 1991). It was noticed that the vesicles formed from charged lipids can undergo continuous transitions to an outside budded state via the pear shape, while in pure vesicles made from POPC or DMPC the budding seems to be discontinuous in the vicinity of the limiting shapes (Käs and Sackmann, 1991). The so-called ADE model (defined in the previous Section 7.7) based on minimization of the local and non-local bending energy (Eq. 7.70) (Evans and Skalak, 1980; Stokke et al., 1986), cannot explain the above mentioned continuous shape transitions and/or discontinuity in the vicinity of limiting shapes (Miao et al., 1994). Namely, according to the predictions of the ADE model, a discontinuous shape transition from a cigar type shape to a vesiculated shape composed of a larger spheroidal parent vesicle and a smaller spheroidal daughter vesicle is possible. But the observed discontinuous shape transition from a weak pear to a vesiculated shape composed of two spheres is not a possibility within the ADE model (Miao et al., 1994).

The results of some previous studies suggested that the continuous transition and the discontinuity in the vicinity of the limiting shape could be explained by taking into account the average orientational ordering and the direct interactions between oriented lipids (Urbanija et al., 2008a). The intrinsic properties of membrane lipids and the interactions between them are thus assumed to influence the macroscopic features such as the equilibrium shape of the vesicle and/or the budding process of the membrane (Kralj-Iglič et al., 2006; Urbanija et al., 2008a).

Taking into account the two-state energy model for the average orientational ordering of lipid molecules and the direct interaction between lipids, the free energy of a one-component lipid bilayer may be written in the form (see Eq. 7.56 for comparison) (Kralj-Iglič et al., 2006):

\[
F_b = \frac{(3\xi + \xi^*)}{8} n_0 \int (2H)^2 dA - \frac{(\xi + \xi^*)n_0}{2} \int C_1 C_2 dA - 2n_0 kT \int \ln \cosh(d_{eff}(1 + \bar{k}/kT)/2) dA, \tag{7.71}
\]
where the constant terms are omitted and the parameter \( d_{\text{eff}} = (\xi + \xi^*)D_m D/kT \) (Eq. 7.19). The second term in Eq. 7.71 is not further considered since according to the Gauss–Bonnet theorem it is constant for the closed surfaces that are considered in this section. Therefore, in what follows we consider the expression for the free energy \( F_b \):

\[
F_b = \frac{k_c}{2} \int (2H)^2 dA - 2n_0 kT \int \ln \cosh(d_{\text{eff}}(1 + \tilde{k}/kT)/2) dA.
\]

(7.72)

where \( k_c = (3\xi + \xi^*)n_0/4 \). The first term in Eq. 7.72 yields the local bending energy of a closed lipid bilayer vesicle (Helfrich, 1973), while the second term accounts for the average orientational ordering of lipid molecules. In order to consider also the non-local bending energy as well, the final expression for the free energy of a lipid bilayer should be (see Eq. 7.70) (Urbanija et al., 2008a):

\[
F_{\text{tot}} = F_b + 2k_r A(\langle H \rangle - H_0)^2.
\]

(7.73)

The second term accounts for the non-local isotropic bending elasticity of the lipid bilayer membrane (Evans and Skalak, 1980; Miao et al., 1994).

The equilibrium configuration of a closed bilayer membrane corresponding to the minimum of \( F_{\text{tot}} \) can be determined as follows. First, the equilibrium shape of the closed bilayer membrane corresponding to the minimum of \( F_b \) (\( F_{\text{min}} \)) is found for different values of \( \langle H \rangle \). Second, the shape corresponding to the minimal value of \( F_{\text{tot}} \) (Eq. 7.73) is determined by minimization of \( F_{\text{tot}} = F_{\text{min}}(\langle H \rangle) + 2k_r A(\langle H \rangle - H_0)^2 \) with respect to \( \langle H \rangle \) (Urbanija et al., 2008a).

The equilibrium configuration of a closed lipid bilayer membrane (i.e., the equilibrium shape and the corresponding distribution of the average quadrupolar lipid ordering) corresponding to minimal \( F_b \) (\( F_{\text{min}} \)) is sought by variation of \( F_b \) (Eq. 7.72):

\[
\delta F_b = 0,
\]

(7.74)

under the relevant geometrical constraints. We require that the membrane area \( A \) (Eq. 7.64), the enclosed volume \( V \) (Eq. 7.65) and the average mean curvature \( \langle H \rangle \):

\[
\langle H \rangle = \frac{1}{A} \int H dA,
\]

(7.75)

are fixed.
The variation $\delta F_b = 0$ is performed in dimensionless form. We introduce dimensionless (reduced) curvatures $c_1 = RC_1, c_2 = RC_2, h = RH, d = RD, d_m = R D_m$, the relative (reduced) area $a = A/4\pi^2 R = 1$, the relative (reduced) volume $v = (36\pi V^2/A^3)^{1/2}$, the relative (reduced) average mean curvature $\langle h \rangle = R \langle H \rangle = \Delta a = \int h \, da$, where $R = (A/4\pi)^{1/2}$ is chosen as the unit of length. The bending free energy of the phospholipid bilayer $F_b$ (Eq. 7.72) is normalized relative to $(3\xi + \xi^*)2\pi n_0$:

$$f_b = \frac{1}{4} \int (c_1 + c_2)^2 \, da - \kappa \int \ln \cosh(d_{eff}/2) \, da,$$  

(7.76)

where $\kappa = 4kT R^2/(3\xi + \xi^*)$.

In the following we consider only axisymmetric shapes. The geometry of the shape is described in terms of the arc length $l$. We use the coordinates $\rho(l)$ and $z(l)$ where $\rho$ is the perpendicular distance between the symmetry axis and a certain point on the contour and $z$ is the position of this point along the symmetry axis. The principal curvatures are

$$c_1 = \sin \psi \rho, \quad c_2 = \frac{d \psi}{d l} \equiv \psi_l,$$  

(7.77)

where $\psi$ is the angle between the normal to the surface and the symmetry axis. The dimensionless area element is $da = \rho dl/2$ and the dimensionless volume element is $dv = 3\rho^2 \sin \psi \, dl/4$. Using the above coordinates, the dimensionless free energy (Eq. 7.76) is:

$$f_b = \int \frac{1}{8} \left( \frac{\sin \psi}{Q} + \psi_l \right)^2 \rho dl - \int \frac{\kappa \rho}{2} \ln \cosh \left( \vartheta \left( \frac{\sin \psi}{Q} - \psi_l \right) \right) \, dl.$$

(7.78)

where

$$\vartheta = \frac{(\xi + \xi^*) D_m}{4kT R} \left( 1 + \frac{k}{kT} \right),$$  

(7.79)

while the dimensionless global constraints for reduced area, reduced volume, and reduced average mean curvature are

$$\int \frac{1}{2} \rho \, dl = 1,$$  

(7.80)

$$\int \frac{3}{4} \rho^2 \sin \psi \, dl = v$$  

(7.81)
and
\[ \int \frac{1}{4} (\sin \psi + \psi_l) \, dl = \langle h \rangle. \] (7.82)

Also, we must consider a local constraint between the chosen coordinates,
\[ \frac{d\rho}{dl} = \cos \psi. \] (7.83)

A functional is constructed
\[ G = \int \mathcal{L} \, dl, \] (7.84)

where
\[ \mathcal{L} = \frac{1}{8} \left( \frac{\sin \psi}{\rho} + \psi_l \right)^2 \rho - \frac{\kappa \rho}{2} \ln \cosh \left( \frac{\sin \psi}{\rho} - \psi_l \right) \\
+ \lambda_\alpha \frac{\rho}{2} + \lambda_{\nu} \frac{3}{4} \rho^2 \sin \psi + \lambda_{(h)} \frac{1}{4} \left( \frac{\sin \psi}{\rho} + \psi_l \right) \rho + \lambda (\rho_l - \cos \psi), \] (7.85)

\( \lambda_\alpha, \lambda_{\nu} \) and \( \lambda_{(h)} \) are the global Lagrange multipliers and \( \lambda \) is the local Lagrange multiplier. The above variational problem is expressed by a system of Lagrange–Euler differential equations:
\[ \frac{\partial \mathcal{L}}{\partial \rho} - \frac{d}{dl} \left( \frac{\partial \mathcal{L}}{\partial \rho_l} \right) = 0, \] (7.86)

\[ \frac{\partial \mathcal{L}}{\partial \psi} - \frac{d}{dl} \left( \frac{\partial \mathcal{L}}{\partial \psi_l} \right) = 0. \] (7.87)

It follows from Eqs. 7.86 and 7.85 that
\[ \frac{d\lambda}{dl} = \frac{1}{8} \left( \frac{\chi^2 - \sin^2 \psi}{\rho^2} \right) + \frac{\lambda_\alpha}{2} + \frac{3}{2} \lambda_{\nu} \sin \psi + \frac{1}{4} \lambda_{(h)} \frac{\chi}{\rho} \\
- \frac{\kappa}{2} \ln \cosh \left( \vartheta \left( \frac{\sin \psi - \chi}{\rho} \right) \right) \\
+ \frac{\kappa \vartheta}{2 \rho} \sin \psi \tanh \left( \vartheta \left( \frac{\sin \psi - \chi}{\rho} \right) \right), \] (7.88)

while it follows from Eqs. 7.87 and 7.85 that
\[ \frac{d\chi}{dl} = \frac{A}{B}, \] (7.89)
where

\[ B = \left( 1 - \frac{2\kappa \vartheta^2}{\cosh^2 \left( \vartheta \left( \frac{\sin \psi - \chi}{\rho} \right) \right)} \right), \]  

(7.90)

\[ A = \frac{\sin \psi \cos \psi}{\rho} \left( 1 + \frac{2\kappa \vartheta^2}{\cosh^2 \left( \vartheta \left( \frac{\sin \psi - \chi}{\rho} \right) \right)} \right) \]

\[ - \frac{4\kappa \vartheta^2 \chi \cos \psi}{\rho \cosh^2 \left( \vartheta \left( \frac{\sin \psi - \chi}{\rho} \right) \right)} + 3\lambda \varrho^2 \cos \psi + 4\lambda \sin \psi \]

\[ -4\kappa \vartheta \cos \psi \tanh \left( \vartheta \left( \frac{\sin \psi - \chi}{\rho} \right) \right), \]  

(7.91)

and

\[ \psi_l = \frac{\chi}{\rho}. \]  

(7.92)

At the poles \( \psi_l = \sin \psi/\rho \). The system of Eqs. 7.83 and 7.88-7.92 can be solved numerically. Integration over the arc length \( l \) is performed from both poles so that the relative area of the calculated shape is equal to 1. Then, the validity of the constraints is tested and new initial values of the above quantities are set. The procedure is repeated until the constraints and the smoothness of the variables at the meeting point are fulfilled up to the prescribed accuracy. The contour of the cell shape is determined using the relation

\[ \frac{dz}{dl} = -\sin \psi. \]  

(7.93)

The equilibrium vesicle shapes corresponding to minimal \( F_{tot} \) as a function of the normalized spontaneous average mean curvature \( h_0 = R_s H_0 \) are calculated for a given relative cell volume \( v \) as described above. Fig. 7.18 shows the equilibrium value of the normalized average mean curvature \( \langle h \rangle = R_s \langle H \rangle \) as a function of \( h_0 \). Case A corresponds to the ADE model, where the free energy consists of the local and non-local isotropic bending energy terms only \( (d_{eff} = 0) \), while in cases B–D we also took into account the averaged quadrupolar ordering of lipid molecules \( (d_{eff} \neq 0) \) (see Eqs. 7.72 and 7.73).

Within the so-called ADE model, the absolute minimum of the membrane free energy may, by an appropriate choice of the
Figure 7.18 Calculated normalized average mean curvature corresponding to the minimum of the membrane energy \((\langle h \rangle_{eq} = R_s \langle H \rangle_{eq})\) as a function of \(h_0\) for pear-shaped axisymmetric vesicle shapes with the relative volume \(v = 0.95\) and \(k_r/k_c = 2\) (see Hwang and Waugh, 1997). Figure A shows the corresponding dependence of \(\langle h \rangle_{eq}\) within the ADE model where the orientational ordering of interacting lipid molecules is not taken into account. The calculated dependence in Figures B–D take into account the orientational ordering of lipids and direct interactions between oriented lipids, where: \((\xi + \xi^*) D_m/4kT R_x = 1.5 \cdot 10^{-4}, 4kT R_x^2/(3\xi + \xi^*) = 7 \cdot 10^6\) (see Kralj-Iglič et al., 2006) and \(\bar{k}/kT = 0.67\) (B), 0.8 (C) and 1.0 (D). The figure also shows some characteristic vesicle shapes corresponding to different values of \(\langle h \rangle\). Reprinted with kind permission from Springer Science+Business Media: Urbanija, J., Babnik, B., Frank, M., Tomšič, N., Rozman, B., Kralj-Iglič, V., and Iglič, A. (2008a). Attachment of b2-glycoprotein I to negatively charged liposomes may prevent the release of daughter vesicles from the parent membrane. Eur. Biophys. J., 37, pp. 1085–1095.

parameters \(k_r/k_c\) and \(H_0\), be shifted to the limit shape of a pear-shaped vesicle (composed of two spheres connected by an infinitesimal neck). However, a considerably higher value of \(k_r/k_c\) than the experimentally estimated one (Hwang and Waugh, 1997) is needed to obtain this effect (Miao et al., 1994) or alternatively
the values of $H_0$ should be larger than any $\langle h \rangle$ within the sequence of pear shapes (see Fig. 7.18A). This gives a significant increase of the membrane free energy and of the lateral tension within the membrane. It seems unlikely that the vesicle (GUV) would favour a high lateral membrane tension within the membrane as it may develop processes to relax it, such as transient pore formation (Holopainen et al., 2000; Raphael and Waugh, 1996).

In outline, we have shown in this section that a decrease in the free energy due to orientational ordering of phospholipid molecules and direct interactions between lipid molecules may complement the non-local isotropic bending in stabilizing pear vesicle shapes, including shapes with thin neck(s). It should also be noted that the calculated equilibrium vesicle shapes determined by minimization of the membrane free energy given by Eq. 7.73 can also have a wider neck(s) (see Fig. 7.18C), corresponding to a deep minimum of the membrane free energy that would exceed the energies of thermal fluctuations. Minimization of the membrane free energy given by Eq. 7.73 predicts a continuous transition between pear-shaped liposomes (see Fig. 7.18C), or a discontinuity in the vicinity of limiting shapes composed of a spherical parent cell and a spherical daughter vesicle (see Fig. 7.18D). This is not possible within the ADE model (Käis and Sackmann, 1991; Miao et al., 1994) where only the discontinuous shape transition between a cigar type shape to a vesiculated pear type shape is possible (see Fig. 7.18A).

To conclude, including the average orientational ordering of lipids and their direct interactions in calculation of equilibrium liposome shapes may result in a minimum of the liposome membrane free energy close to the shape with a narrow neck even for low values of $h_0$. Contrary to the predictions of the ADE model, both, continuous shape transitions and discontinuous shape transitions in the vicinity of limiting shapes are possible for realistic values of model parameters.
Chapter 8

Membrane Nanodomains

Membrane nanodomains are important functional building blocks of biological membranes. As an addition to the pure lipid bilayer, they can significantly increase the complexity and alter the physical properties of biological membranes.

Flexible membrane nanodomains are small complexes composed of proteins and lipids, where the proteins are often chain-like biopolymers that cross the membrane bilayer several times (see Fig. 8.1A and Hägerstrand et al., 2006). Membrane raft elements of biological membranes may also fall into this category. Membrane nanodomains (inclusions) may also be induced by a single rigid globular membrane protein, which can be described in the first approximation as a rigid object of a simple geometrical shape (see Fig. 8.1B and Gruler, 1975). Some membrane-embedded peptides may induce such nanodomains. The single-nanodomain energy is derived in this chapter.

In this chapter, we present a theoretical approach to the study of membrane nanodomains. We derive the contribution to the free energy of the membrane bilayer including nanodomains which are in general flexible. For flexible membrane nanodomains the phenomenological interaction constants that appear in the free energy expression depend on the physical and geometrical...
properties of the molecules that constitute the membrane. Special consideration is devoted to membrane nanodomains induced by rigid membrane-embedded proteins. The cases of constrained and unconstrained local shape perturbations of the membrane around a rigid membrane inclusion are discussed. The total free energy of the membrane bilayer with membrane nanodomains is derived.

8.1 Phenomenological Expression for the Energy of a Flexible Membrane Nanodomain

The thin surface of the membrane is in general anisotropic with respect to the curvature of the normal cuts (Helfrich and Prost, 1988; Iglič et al., 2005a; Oda et al., 1999) and can attain various equilibrium shapes that are not flat or spherical (Iglič et al., 2005a,b).

The local shape of the membrane surface is described by two principal curvatures $C_1$ and $C_2$ (Fig. 5.1). The flexible membrane nanodomain can be treated as a small two-dimensional flexible plate with area $a_0$. The nanodomain is in general anisotropic, therefore its intrinsic shape can be described by the two intrinsic principal
curvatures $C_{1m}$ and $C_{2m}$ (Fig. 8.2) and by the in-plane orientation of the nanodomain in the membrane.

Accordingly, we define the elastic energy of a small plate-like membrane nanodomain (see Fig. 8.1) with area $a_0$ as the energy of the mismatch between the actual local curvature of the membrane and the intrinsic (spontaneous) curvature of the nanodomain. Therefore, we define the tensor $M = R \ C_m R^{-1} - C$ (Iglič et al., 2005a), where the tensor $C$ describes the actual local curvature, the tensor $C_m$ describes the intrinsic curvature of the nanodomain (see Fig. 8.2), and

$$ R = \begin{bmatrix} \cos \omega & -\sin \omega \\ \sin \omega & \cos \omega \end{bmatrix} \quad (8.1) $$

is the rotation matrix (see also Fig. 8.3). In the respective principal systems the matrices that represent curvature tensors include only the diagonal elements:

$$ C = \begin{bmatrix} C_1 & 0 \\ 0 & C_2 \end{bmatrix}, \quad C_m = \begin{bmatrix} C_{1m} & 0 \\ 0 & C_{2m} \end{bmatrix}. \quad (8.2) $$

The principal systems of these two tensors are in general rotated in the tangential plane of the membrane surface by an angle $\omega$ with respect to each other (Fig. 8.3).

The elastic energy of the nanodomain per unit area ($w$) should be scalar quantity. Therefore each term in the expression for $w$ must also be scalar (Landau and Lifshitz, 1997), that is, invariant with respect to all transformations of the local coordinate system. In this work, the elastic energy density $w$ is approximated by an expansion in powers of all independent invariants of the tensor $M$ up to the
second order in the components of \( M \). The trace and the determinant of the tensor are taken as the set of invariants (Iglič et al., 2005a, 2007c):

\[
w = \mu_0 + \frac{K_1}{2} (\text{Tr} M)^2 + K_2 \text{Det} M,\]

where \( \mu_0 \) is the minimal possible value of \( w \), while \( K_1 \) and \( K_2 \) are constants. For the sake of simplicity \( \mu_0 = 0 \). Taking into account the definition of the tensor \( M \) it follows from Eqs. 8.2–8.3 that the elastic energy of the flexible membrane nanodomain can be written as:

\[
E = a_0 (2K_1 + K_2)(H - H_m)^2 - a_0 K_2(D^2 - 2DD_m \cos 2\omega + D_m^2),
\]

where

\[
H = \frac{1}{2}(C_1 + C_2)
\]

is the membrane mean curvature and,

\[
D = \frac{1}{2}|C_1 - C_2|
\]

is the membrane curvature deviator, \( H_m = (C_{1m} + C_{2m})/2 \) is the intrinsic (spontaneous) mean curvature and \( D_m = |C_{1m} - C_{2m}|/2 \) is the intrinsic (spontaneous) curvature deviator.
It can be seen from Eq. 8.4 that the geometrical and material properties of an anisotropic flexible membrane nanodomain can be expressed in a simple way by only two intrinsic curvatures $C_{1m}$ and $C_{2m}$ and constants $K_1$ and $K_2$. Figure 8.2 shows a sketch of cylindrical, flat, and saddle-like intrinsic (spontaneous) shapes of flexible membrane nanodomains.

The values of the membrane mean curvature $H = (C_1 + C_2)/2$, the curvature deviator $D = |C_1 - C_2|/2$ and the orientation angle of the nanodomain $\omega$ that correspond to the minimum of the function $E$ for given values of $H_m = (C_{1m} + C_{2m})/2$ and $D_m = |C_{1m} - C_{2m}|/2$ can be calculated from the necessary conditions for the extreme of the function $E$ (Iglič et al., 2007c):

\[
\frac{\partial E}{\partial H} = 2a_0(2K_1 + K_2)(H - H_m) = 0, \tag{8.7}
\]

\[
\frac{\partial E}{\partial D} = -K_2a_0(2D - 2D_m \cos 2\omega) = 0, \tag{8.8}
\]

\[
\frac{\partial E}{\partial \omega} = -4a_0K_2DD_m \sin 2\omega = 0, \tag{8.9}
\]

and the sufficient conditions for the minimum of $E$ (Widder, 1947):

\[
\frac{\partial^2 E}{\partial H^2} = 2a_0(2K_1 + K_2) > 0, \tag{8.10}
\]

\[
\left( \frac{\partial^2 E}{\partial H^2} \right) \left( \frac{\partial^2 E}{\partial D^2} \right) - \left( \frac{\partial^2 E}{\partial H \partial D} \right)^2 = -4K_2 a_0^2 (2K_1 + K_2) > 0, \tag{8.11}
\]

\[
\frac{\partial^2 E}{\partial H^2} \left[ \left( \frac{\partial^2 E}{\partial D^2} \right) \left( \frac{\partial^2 E}{\partial \omega^2} \right) - \left( \frac{\partial^2 E}{\partial D \partial \omega} \right)^2 \right] = 16K_2^2 a_0^3 \frac{\partial^2 E}{\partial H^2} (DD_m \cos 2\omega - D_m^2 \sin^2 2\omega) > 0, \tag{8.12}
\]

where it was taken into account that $\partial^2 E/\partial H \partial D = 0$ and $\partial^2 E/\partial H \partial \omega = 0$. Considering only positive values of $\omega$, it follows from Eqs. 8.7–8.9 and 8.12 that at the minima of $E$:

\[
H = H_m, \quad D = D_m, \quad \omega = 0, \pi, \tag{8.13}
\]

and (Iglič et al., 2007c)

\[
K_1 > -K_2/2, \quad K_2 < 0. \tag{8.14}
\]
If flexible membrane nanodomains have $C_{1m} > 0$ and $C_{2m} = 0$ (see Fig. 8.2), the energetically favourable membrane shapes would be tubular or collapsed tubular (in the form of a twisted strip – helix A, see Fig. 8.4). For $C_{1m} > 0$ and $C_{2m} < 0$ (Fig. 8.2), the favourable membrane shape would be saddle-like (constituting the neck connecting a daughter vesicle and the parent cell), or collapsed tubular, twisted in the form of helix B strip (see Fig. 8.4 and Iglič et al., 2005a).

The flexible membrane nanodomain adapts its shape in order to fit its curvature to the actual membrane curvature (which is also influenced by the nanodomains). Since all orientations of the single flexible nanodomain do not have the same energy (see Eq. 8.4), the partition function of a single nanodomain can be written in the form:

$$Q = \frac{1}{\omega_0} \int_0^{2\pi} \exp \left( -\frac{E(\omega)}{kT} \right) d\omega,$$  \hspace{1cm} (8.15)

with $\omega_0$ as an arbitrary angle quantum. The free energy of the flexible membrane nanodomain is then obtained by the expression $f_1 = -kT \ln Q$. Combining Eqs. 8.4 and 8.15 allows us to write the free energy of a single flexible membrane inclusion up to the
constant as

\[ f_i = (2K_1 + K_2)(H - H_m)^2 a_0 \]
\[ - K_2(D^2 + D_m^2)a_0 - kT \ln \left( I_0 \left( \frac{2K_2DD_m a_0}{kT} \right) \right) \]  \quad (8.16)

By knowing the equilibrium density distribution of the membrane nanodomains (inclusions) over the membrane (see Kralj-Iglič et al., 1996), the contribution of the nanodomains to the overall membrane free energy can be attained by integration of Eq. 12.12 over the whole membrane surface. This possibility makes the above described approach an efficient theoretical tool to study equilibrium (closed) shapes of membranes with anisotropic membrane nanodomains (inclusions) (Fosnarič et al., 2005; Iglič et al., 2007b; Kralj-Iglič et al., 1999, 2005).

### 8.2 Membrane Nanodomains Induced by Rigid Proteins

#### 8.2.1 Perturbation of Lipid Molecules around Rigid Membrane Embedded Proteins

A rigid protein, intercalated in the lipid bilayer, perturbs the structure of the surrounding lipids. Therefore we can define a membrane nanodomain (inclusion) as an embedded rigid protein and the surrounding lipids that are significantly distorted due to the presence of the embedded rigid protein (Kralj-Iglič et al., 1999). The energy of such a membrane nanodomain induced by the embedded rigid protein is therefore mainly attributed to the change in energy of the surrounding lipids. The energy of a lipid molecule depends on the particular sequence of trans, gauche$^+$ and gauche$^-$ orientations along the lipid chain, van der Waals interactions of the lipid chain with its neighbours, steric repulsion between the hard cores of each atom of neighbouring lipid chains and ionic interactions between polar lipid headgroups (Marčelja, 1974, 1976). The change in the ordering of lipids that surround the rigid protein leads to an indirect lipid mediated interaction between two rigid proteins when they approach each other (Marčelja, 1976). If the two proteins are close enough, the total lipid perturbation decreases, which may result
in a net attractive force between the membrane-embedded rigid proteins and therefore in their aggregation (Marčelja, 1976).

Cone-like rigid proteins (Gruler, 1975) are characterized by a cone angle (Dan and Safran, 1998) to which the membrane shape has to adapt. The mesoscopic-level description of the membrane identifies the rigid protein’s cone-shape with a local discontinuity in the membrane curvature field. On a more microscopic level, another degree of freedom of the membrane becomes significant, namely the tilt of the lipid molecules (Fournier, 1999; Helfrich, 1973). Helfrich and Prost (Helfrich and Prost, 1988) have shown that a symmetric lipid bilayer may exhibit an intrinsic bending force if the lipid molecules are collectively tilted.

However, membrane perturbations that involve lipid tilt are often short-ranged, with a characteristic length extending over a few lipids. Lipid tilt may be thus important for processes where the local membrane geometry changes over short distances such as for non-bilayer lipid phases (May and Ben-Shaul, 1999; Perutková et al., 2009; Rappolt et al., 2003), or for the periodic "ripple" phase (Fournier, 1998; Lubensky and MacKintosh, 1993; Seifert et al., 1996).

In the different works cited above, the membrane-embedded rigid proteins exhibit cylindrical symmetry about their axis normal to the membrane, that is, they are isotropic. More generally, if cylindrical symmetry of the rigid membrane protein is absent (Fig. 8.6), the membrane nanodomain (inclusion) free energy depends on the protein’s in-plane orientation within the membrane. The intrinsic shape of the rigid protein is then characterized by two intrinsic principal curvatures $C_{1m}$ and $C_{2m}$. The lateral organization of anisotropic proteins can be quite complex, ranging from a chain-like assembly (Dommersnes and Fournier, 1999), saddle-like membrane regions (Kralj-Iglic et al., 1999) to periodic pattern formation (Dommersnes and Fournier, 2002).

Within the standard theory of elasticity of the lipid bilayer, its elastic energy is decomposed into contributions due to area stretching, tilt of the lipid molecules, local bending, and non-local bending (Evans and Skalak, 1980; Helfrich, 1973, 1974). On a mesoscopic scale level, the local and non-local bending energies can be described in terms of its two local principal membrane curvatures.
Figure 8.5  Schematic illustration of a lipid bilayer of prescribed spherical curvature \( C = C_1 = C_2 = H = 1/R_s \) defined at the mesoscopic scale level. The intercalated rigid protein has a conical shape. In case A, the local membrane shape does not differ from the mesoscopic spherical curvature of the membrane \( C \), while in the case B the local microscopic (nanoscale) membrane shape perturbation of the spherical surface with curvature \( C \) is also induced due to the presence of the rigid protein. In the case B, the lipids accommodate to the intrinsic shape of the intercalated rigid protein through curvature deformation and via changes in lipid tilt, while in case A lipids accommodate to the protein intrinsic shape via changes in lipid tilt only. Figure reprinted with permission from Fošnarič, M., Iglič, A., and May, S. Influence of rigid inclusions on the bending elasticity of a lipid membrane. *Phys. Rev. E*, 174, pp. 051503. Copyright 2006 by the American Physical Society.

\( C_1 \) and \( C_2 \) (Evans and Skalak, 1980; Helfrich, 1974). The question arises how the elastic behaviour of a membrane bilayer is affected by membrane-embedded rigid proteins, if the local microscopic membrane shape perturbation (at the nanoscale level) due to each individual protein is taken into account (Fig. 8.5). In general, the theoretical description of local microscopic perturbations of lipid molecules around the intercalated rigid protein falls between two limiting cases.

In the first case the membrane-intercalated rigid proteins are distributed over the whole membrane surface or at least over a large portion of it (Hägerstrand et al., 2005). Therefore, possible local microscopic perturbations of the membrane shape around each of the rigid proteins (as schematically shown in Fig. 8.5B) would greatly increase the non-local bending energy of the bilayer.
membrane (see Eq. 7.68). This energy contribution, also called the relative stretching energy (since it originates from the different stretching of the two monolayers during bending of the bilayer at constant average membrane area (Evans and Skalak, 1980; Helfrich, 1974; Hwang and Waugh, 1997), can be written as (Eq. 7.70)

$$W_n = 2k_r A((H) - H_0)^2$$

(8.17)

where $\langle H \rangle = \frac{1}{A} \int H \, dA$ is the average mean curvature, $H = (C_1 + C_2)/2$, $H_0$ is the spontaneous mean curvature (Kralj-Iglič et al., 2005), $k_r$ is the non-local bending constant (Evans and Skalak, 1980; Hwang and Waugh, 1997), $A$ is the membrane area and $dA$ is the membrane area element. For a closed, nearly flat bilayer membrane (where $\langle H \rangle \approx 0$, $H_0 \approx 0$), with $N$ homogeneously distributed intercalated rigid proteins, the membrane's non-local bending energy $W_n$ can be approximately written as (Fošnarič et al., 2006)

$$W_n \cong 2k_r A(N\langle H \rangle_p - NH_{0p})^2 \propto N^2,$$

(8.18)

where $H_{0p}$ and $\langle H \rangle_p$ refer to the disturbed membrane patch around a single membrane-embedded rigid protein (Fig. 8.5B). Since the energy favour $W_n$ increases quadratically with the total number of membrane-embedded rigid proteins, the local microscopic perturbation of the membrane shape around each of the intercalated rigid proteins (Fig. 8.5B) would be energetically less favourable for large enough $N$ than the locally unperturbed membrane shape where the lipids accommodate to the intrinsic shape of the rigid protein predominantly via changes in the lipid tilt (Fig. 8.5A).

In the opposite limit, the membrane region with intercalated rigid proteins is spatially confined (i.e., small) and in contact with a reservoir of relaxed lipid bilayers. Therefore, the lipids surrounding the intercalated rigid protein are also free to adjust their conformation by perturbation of the local membrane shape, as schematically shown in Fig. 8.5B.

In biological membranes the majority of membrane proteins are laterally distributed over the whole membrane area. In addition, the number of membrane proteins $\langle N \rangle$ is very large. Therefore the first scenario, that is, the case of constrained microscopic deviations of the membrane shape around the intercalated rigid inclusions (Fig. 8.5A), seems to be more relevant.
8.2.2 *Energy of a Membrane Nanodomain Induced by a Single Rigid Membrane Protein*

Coupling between a non-homogeneous lateral distribution of membrane-embedded rigid proteins and membrane shapes may be a general mechanism of generation and stabilization of highly curved membrane structures (spherical buds, membrane necks, thin tubular membrane protrusions) (Allain and Ben Amar, 2004; Kralj-Iglič et al., 1999, 2005; Laradji and Kumar, 2004; Markin, 1981; Seifert, 1997).

On the phenomenological level, membrane bending may be coupled energetically to the local density of membrane-embedded rigid proteins by introducing a composition-dependent local bending constant and the spontaneous curvature. The underlying model (including direct interactions between rigid proteins and the configurational entropy of rigid proteins) was suggested by Markin (Markin, 1981) and used in subsequent applications (Seifert, 1993). Leibler (1986) proposed a similar thermodynamic model.

Another theoretical approach starts from a phenomenological expression for the energy of a *single* membrane nanodomain induced by intercalation of the rigid protein (Kralj-Iglič et al., 1996, 1999) where the term nanodomain (inclusion) is used for an entity consisting of the embedded rigid protein and lipids that are significantly distorted due to the presence of the embedded rigid protein (Kralj-Iglič et al., 1999) (see also Fig. 8.1).

It is proposed that the energy of such a nanodomain derives from the mismatch between the local shape of the membrane and the intrinsic shape of the membrane-embedded rigid protein. The local curvature of the membrane is represented by the curvatures of all possible normal cuts of the surface through the site of the inserted rigid protein. The energy of a single nanodomain assumed to be induced by intercalation of a single rigid protein is then given by a phenomenological expression consisting of two terms (Kralj-Iglič et al., 1999),

\[
E = \frac{\xi}{4\pi} \int_0^{2\pi} (C - C_m)^2 d\psi + \frac{\xi^*}{16\pi} \int_0^{2\pi} \left( \frac{d}{d\psi} (C - C_m) \right)^2 d\psi ,
\]

(8.19)
where \( \xi \) and \( \xi^* \) are positive interaction constants, \( C = 1/R \) is the curvature of the membrane normal cut (Eq. 5.15) that is rotated by an angle \( \psi \) in the principal axes system of the membrane surface, and \( C_m \) is the curvature of the normal cut corresponding to the protein intrinsic shape. The first contribution takes into account the differences in curvatures of the normal cuts of the two systems, while the second contribution takes into account the coupling between the neighbouring curvatures of the normal cuts of the two systems.

The orientation of the membrane embedded rigid protein is described by considering that the principal directions of the membrane surface are in general different from the principal directions of the protein intrinsic shape. The mutual orientation of the two systems is determined by the angle \( \omega \). We consider the Euler equations for the curvatures of the respective normal cuts of the continuum

\[
C = C_1 \cos^2 \psi + C_2 \sin^2 \psi \tag{8.20}
\]

and

\[
C_m = C_{1m} \cos^2(\psi + \omega) + C_{2m} \sin^2(\psi + \omega), \tag{8.21}
\]

where \( C_1 \) and \( C_2 \) are the principal curvatures describing the local shape of the surface (Fig. 5.2), and \( C_{1m} \) and \( C_{2m} \) are the principal curvatures describing the intrinsic shape of the membrane-embedded rigid protein. By performing integrations in Eq. 8.19, we get

\[
E = \mu_m + \frac{\xi}{2} (H - H_m)^2 + \frac{\xi + \xi^*}{4} (D^2 - 2DD_m \cos \omega + D_m^2), \tag{8.22}
\]

where \( \mu_m \) is the constant, \( H = (C_1 + C_2)/2 \) is the mean curvature, \( D = |C_1 - C_2|/2 \) is the curvature deviator, while \( H_m = (C_{1m} + C_{2m})/2 \) and \( D_m = |C_{1m} - C_{2m}|/2 \) are the intrinsic mean and deviatoric curvatures that reflect the preferred local macroscopic membrane curvature of the membrane-embedded rigid protein. The membrane-inserted protein is called isotropic if \( C_{1m} = C_{2m} \), while it is called anisotropic if \( C_{1m} \neq C_{2m} \). Figure 8.6 gives a schematic representation of different intrinsic shapes of inserted rigid proteins.
isotropic constituents

\[ C_{1m} = C_{2m} \quad C_{1m} = C_{2m} > 0 \]

\[ C_{1m} = C_{2m} \quad C_{1m} = C_{2m} < 0 \]

\[ C_{1m} = C_{2m} \quad C_{1m} = C_{2m} = 0 \]

anisotropic constituents

\[ C_{1m} \neq C_{2m} \quad C_{1m} > 0, C_{2m} = 0 \]

\[ C_{1m} \neq C_{2m} \quad C_{1m} = 0, C_{2m} < 0 \]

\[ C_{1m} \neq C_{2m} \quad C_{1m} > 0, C_{2m} < 0 \]

Figure 8.6 Schematic illustration of different isotropic and anisotropic shapes of membrane-embedded constituents (rigid proteins). The intrinsic shape of the rigid protein is characterized by two intrinsic principal curvatures \( C_{1m} \) and \( C_{2m} \). Front and side views are shown. Upper: isotropic inclusion \( (C_{1m} = C_{2m}) \), lower: examples of anisotropic inclusions \( (C_{1m} \neq C_{2m}) \).

At this point, let us stress that the energy of a single membrane inclusion induced by a membrane-embedded rigid protein (Eq. 8.22) is mathematically equivalent to the energy of a single flexible membrane inclusion (Eq. 8.4). Combining Eqs. 8.4 and 8.22 yields relations between the interaction constants, \( \xi = 2a_0(2K_1 + K_2) \) and \( \xi^* = -2a_0(2K_1 + 3K_2) \). However, the origin of the interaction constants can be different in each case. Namely, in the case of a membrane nanodomain induced by membrane-embedded rigid protein (Fig. 8.1B), the interaction constant originates in the deformation of the lipids surrounding the rigid protein only,
while in the case of a flexible membrane protein chain-like biopolymer(s), the biopolymer(s) itself is (are) also deformed (Fig. 8.1A).

The maximum and the minimum of $E_i(\omega)$ occur for the protein orientation angle $\omega = 0$ and $\omega = \pi/2$, respectively. The single nanodomain energy (Eq. 8.22) comprises the intrinsic energy of the intercalated rigid protein, as well as the contribution due to deformation of the lipids that surround the intercalated protein (Fig. 8.5) (Fournier, 1996; Kralj-Iglić et al., 1996, 1999).

Possible microscopic (nanoscale) perturbations of the membrane shape around the intercalated rigid protein (Fig. 8.5B) are not explicitly taken into account in Eq. 8.22, but rather hidden in the phenomenological constants $\mu_m$, $\xi$, $\xi^*$, $C_{1m}$ and $C_{2m}$ (or $H_m$ and $D_m$) (Fig. 8.6), where it is assumed that the distorted regions of lipids of the neighbouring proteins do not overlap.

The concept of the single-nanodomain energy was taken as the basis for a self-consistent description of the equilibrium shapes of a closed bilayer vesicle and the related lateral distribution of intercalated proteins (Božič et al., 2006; Kralj-Iglić et al., 1996, 1999). In accordance with previous results (Markin, 1981), clustering and lateral phase separation of the nanodomains has been predicted (Hägerstrand et al., 2006).

Within the above described phenomenological (mean-field) approach, the influence of membrane-embedded rigid proteins on the elastic properties of the lipid bilayer can be calculated in terms of the properties of the host membrane and the properties (geometry) of the intercalated rigid proteins. The non-homogeneous lateral distribution of the isotropic rigid proteins are an internal degree of freedom that lowers the equilibrium free energy of the membrane and in this way contributes to the decrease in the local bending modulus (Božič et al., 2006; Kralj-Iglić et al., 1996; Leibler, 1986). The change in membrane elasticity depends linearly on the density of the membrane-embedded rigid proteins. In the case of anisotropic rigid proteins, their rotational ordering is another internal degree of freedom, which additionally decreases the membrane local bending constant (Fournier, 1996; Kralj-Iglić et al., 1999).
8.3 Estimation of Model Parameters

8.3.1 Basic Model

In the previous section we derived an expression for the energy of the membrane nanodomain induced by the membrane-embedded rigid protein (Eq. 8.22). In this section, the phenomenological parameters describing the single inclusion energy $H_m$, $D_m$ and $\xi$ (Eq. 8.22) are estimated using a simple theoretical model of the elasticity of the lipid bilayer (Fosnarič et al., 2005).

In this analysis we assume that the local microscopic shape deformations of the membrane around the membrane-embedded rigid protein are constrained (Fig. 8.5A) and the lipids accommodate to the intrinsic shape of the rigid protein only via changes in lipid tilt. This corresponds to the biologically relevant case of membrane proteins that are distributed all over the cell membrane.

Let us consider a single cone-like rigid protein. To render the protein anisotropic, we introduce the dependence of the cone angle $\theta = \theta(\omega)$ on the azimuthal angle $\omega$ (Fig. 8.7). For small variations of $\theta$ we can write

$$\theta(\omega) = \bar{\theta} + \Delta \theta \cos(2\omega), \quad (8.23)$$

where $\bar{\theta}$ is the average conicalness of the protein and $\Delta \theta$ is the corresponding deviator.

The rigid protein is embedded in a lipid bilayer of mean and deviatoric curvatures $H$ and $D$, respectively. Hence, according to the lemma of Euler, the curvature of the normal cut measured in the radial direction of the inclusion at azimuthal angle $\omega$ is

$$C(\omega) = H + D \cos(2\omega). \quad (8.24)$$

Formally, the protein-induced perturbation free energy of the lipid bilayer can be expressed as the integral of the free energy density $\tilde{E}(\omega)$ per unit length of the circumference of the inclusion's core, $L = 2\pi r_0$, where $r_0$ is the radius of the inclusion's core (i.e., rigid protein): $E = \int_0^L \tilde{E} dL = (L/2\pi) \int \tilde{E}(\omega) d\omega$ (see Fig. 8.7). For sufficiently large radius $r_0$ we expect that $\tilde{E} = \tilde{E}[C(\omega), \theta(\omega)]$ depends only on $\omega$, namely via the relations $C(\omega)$ and $\theta(\omega)$. More generally, $\tilde{E}$ should also depend on the derivatives of $C(\omega)$ and $\theta(\omega)$ with respect to $\omega$. This additional dependence should become
relevant if the radius $r_0$ is smaller than the characteristic decay length $\xi$ of the membrane perturbations. Using membrane elasticity theory, the characteristic decay length $\xi$ has recently been calculated (May, 2002) for a planar ($C = 0$) lipid layer in contact with a wall tilted by an angle $\theta$; it depends on the thickness of the lipid bilayer, the lateral stretching modulus, and the tilt modulus ($\kappa_\ell$). Typical values of $\xi$ for a lipid monolayer (Fosnarič et al., 2005) are about 0.9 nm. Hence, assuming that $r_0 \geq \xi$, we can write

$$\frac{E}{L} = \frac{1}{2\pi} \int_0^{2\pi} \bar{E}[C(\omega), \theta(\omega)]d\omega. \quad (8.25)$$

In this case, $\bar{E}$ can be calculated using a one-dimensional model for the elastic interaction of a lipid layer with an infinitely extensive, rigid wall. Such a model has frequently been suggested in previous works (Dan and Safran, 1998; May, 2002) and can be generalized to a bent lipid layer of curvature $C$ (Fosnarič et al., 2005),

$$\bar{f}(C, \theta) = \frac{\kappa_0}{2\xi}(\theta - Cr_0)^2 + (C_0 - C)(\theta - Cr_0), \quad (8.26)$$

where $\kappa_0$ is the bending stiffness of the lipid monolayer and $C_0$ is the spontaneous curvature.
After substituting $\theta(\omega)$ from Eq. 8.23 and $C(\omega)$ from Eq. 8.24 into Eq. 8.26, comparison of the expression obtained with Eq. 8.22 yields (Fošnarič et al., 2005):

$$H_{m,1} = \frac{\partial}{r_0} \left( \frac{r_0 + \zeta}{r_0 + 2 \zeta} \right) + \frac{\zeta C_0}{r_0 + 2 \zeta}, \quad D_{m,1} = \frac{\Delta \theta}{r_0} \left( \frac{r_0 + \zeta}{r_0 + 2 \zeta} \right),$$

$$\xi = 2\pi r_0^2 \kappa_0 \left( \frac{r_0}{\zeta} + 2 \right), \quad \xi^* = 0. \quad (8.27)$$

This confirms the expectation that the shape of the nanodomain's core (i.e., the shape of the membrane-embedded rigid protein) is incorporated in the expressions for the nanodomain spontaneous mean curvature and the spontaneous curvature deviator so that $H_{m,1} = \partial \theta/r_0$ and $D_{m,1} = \Delta \theta/r_0$, respectively. Note the strong dependence of the interaction constant $\xi \sim r_0^3$ on the protein radius (for $r_0 \gg \zeta$); this is a consequence of both the rigidity of the membrane-embedded protein (contributing $\sim r_0^2$) and the linear increase of the circumference with $r_0$. The dependence of $\xi$ on the protein radius ($r_0$) is plotted in Fig. 8.10 for the characteristic decay length $\zeta = 0.9$ nm.

Note also that the last relation in Eqs. 8.27, that is, $\xi^* = 0$, follows from our assumption that the rigid protein has a sufficiently large radius and that $\bar{E}$ does not depend on the derivatives of $C(\omega)$ and $\theta(\omega)$ with respect to $\omega$.

### 8.3.2 Advanced model

In this section we introduce a more advanced theoretical model in order to estimate the constants $H_m$ and $\xi$, where now the tilt deformation is explicitly taken into account (Fošnarič et al., 2006). In the model of Section 8.3.1, the tilt degree of freedom enters the model only through the characteristic decay length $\xi$.

In the advanced model (Fošnarič et al., 2006), we consider a lipid membrane consisting of two opposed monolayers, an external (E) and an internal (I) one. Both monolayers are described by a height profile, $h_E$ and $h_I$, and by their local directors (unit vectors), $t_E$ and $t_I$, that describe the average orientation of the lipid chains; see Fig. 8.8.
The elastic free energy per unit area, $\hat{f}_E$, of the external monolayer can be written up to quadratic order in $h_E$ and $t_E$ as (Fošnarič et al., 2006):

$$\hat{f}_E = \frac{\kappa_s}{2} (\nabla \cdot t_E)^2 + \frac{\kappa_t}{2} (t_E - \nabla h_E)^2 + \frac{B}{2} (h_E - h)^2 \right.
$$

$$\left. + \frac{\kappa_h}{2} (\Delta h_E)^2 + \frac{K}{2} (\nabla \times t_E)^2 + \bar{k} \det h_{E,ij} \quad (8.28) \right.$$ 

The first term in Eq. 8.28 characterizes the splay energy of the lipid chains with $\kappa_s$ being the corresponding splay modulus. The second term accounts for the energy cost of tilting the director $t_E$ away from its orientation normal to the surface $h_E$; the prefactor $\kappa_t$ is the tilt modulus (Helfrich, 1973). Thickness changes of the monolayer are accounted for by the third term where $B$ is the compression modulus and $h$ is a reference surface with respect to which the compression or expansion of the monolayer is measured. It is reasonable to assume that for a given membrane thickness $h_E - h_I$ the thickness of each monolayer is allowed to relax; this
specifies \( h = (h_E + h_I)/2 \) to be the average height profile of the bilayer. The fourth term in Eq. 8.28 expresses the bare bending energy of the external monolayer with corresponding modulus \( \kappa_h \). Note that this term is distinct from the splay energy; only for \( \kappa_t \to \infty \) do splay and bare bending refer to the same deformation. While the splay energy mainly accounts for the splay deformation of the lipid chains, the bending term originates predominantly in the headgroup region of the monolayer. For example, the electrostatic contribution to the bending modulus is solely responsible for \( \kappa_h \). One might therefore refer to the modulus \( \kappa_h \) as the head group contribution to the bending stiffness. The last two terms in Eq. 8.28 describe the energetic contribution of the twist deformation of the chains (with corresponding modulus \( K \)) and of the saddle deformation of \( h_E \) (with the modulus \( \tilde{\kappa} \)).

Starting from \( \hat{f}_E \), we can obtain the elastic free energy of the internal leaflet, \( \hat{f}_I \), by replacing \( h_E \to h_I \) and \( t_E \to -t_I \) (the minus sign in the latter reflecting the opposite orientation of the two opposed monolayers). Hence,

\[
\hat{f}_I = \frac{\kappa_s}{2} (\nabla \cdot t_I)^2 + \frac{\kappa_t}{2} (t_I \cdot \nabla h_I)^2 + \frac{B}{2} (h_I - h)^2 \\
+ \frac{\kappa_h}{2} (\Delta h_I)^2 + \frac{K}{2} (\nabla \times t_I)^2 + \tilde{\kappa} \det h_{I,ij}. \tag{8.29}
\]

The elastic free energy of the lipid bilayer per unit area \( \hat{f}_{bl} \) is then

\[\hat{f}_{bl} = \hat{f}_E + \hat{f}_I. \tag{8.30}\]

At this point it is convenient to switch to a new set of variables, namely to the average shape \( h \) and thickness dilation \( u \), defined through \( h_E = h + u \) and \( h_I = h - u \) (see also Fig. 8.8). Similarly, we define the average director \( t \) and the difference director \( d \) via the relations \( t_E = t + d \) and \( t_I = t - d \). This allows us to express

\[\hat{f}_{bl} = \hat{f}_{tu} + \hat{f}_{dh} \]

as the sum of the two independent contributions (Fournier, 1999)

\[
\hat{f}_{tu} = \kappa_s (\nabla \cdot t)^2 + \kappa_t (t - \nabla u)^2 + Bu^2 \\
+ \kappa_h (\Delta u)^2 + K (\nabla \times t)^2 + 2\tilde{\kappa} \det u_{ij} \tag{8.31}
\]

and

\[
\hat{f}_{dh} = \kappa_s (\nabla \cdot d)^2 + \kappa_t (d - \nabla h)^2 \\
+ \kappa_h (\Delta h)^2 + K (\nabla \times d)^2 + 2\tilde{\kappa} \det h_{ij} \tag{8.32}
\]
The two contributions can be treated separately. The first one (Eq. 8.31) depends on the tilt difference $t$ and thickness dilation $u$ which is relevant for proteins with up-down symmetry, including the case of a hydrophobic mismatch. The corresponding rigid protein-induced deformation is short-ranged and has been studied intensively in the past (Dan et al., 1994, 1993; Nielsen et al., 1998). In the present chapter we focus entirely on the second contribution (namely Eq. 8.32). In other words, we consider membrane deformations due to isotropic, cone-like rigid proteins with no hydrophobic mismatch (implying $\hat{f}_{tu} = 0$). We thus seek to minimize the overall elastic free energy $F_{dh} = \int \int \hat{f}_{dh} \, da$ where $da = dx\, dy \, [1 + (\nabla h)^2]^{1/2}$ denotes the area element of the lipid bilayer. The corresponding Euler–Lagrange equations pertaining to $F_{dh}$ are (Fošnarič et al., 2006):

$$
\kappa_t (d - \nabla h) - \kappa_s \nabla (\nabla \cdot d) + K \nabla \times (\nabla \times d) = 0
$$

$$
\kappa_h \nabla^4 h + \kappa_t (\nabla \cdot d - \Delta h) = 0
$$

We assume cylindrical symmetry around a rigid protein, since we are interested only in inclusions (i.e., membrane nanodomains) induced by isotropic membrane-embedded rigid proteins. Also, we adopt a cell model, that is, we assume that the proteins are homogeneously distributed over a membrane segment of prescribed spherical curvature ($C_1 = C_2 = C$), defined at the mesoscopic level. The cell model starts from a hexagonal arrangement of spatially fixed cone-like proteins of (average) radius $r_0$ (see Fošnarič et al., 2006 and Fig. 8.9). The radius $R$ of the unit cell (Fig. 8.7) then defines the (uniform) area fraction $m = r_0^2 / R^2$ of rigid proteins in the membrane segment. Our aim is to characterize—at the mesoscopic scale—the bending stiffness of a rigid protein-containing membrane patch with prescribed sphere-like membrane curvature. Hence, the membrane curvatures at the boundaries of each unit cell are fixed to be $C_1 = C_2 = C$, where $C$ is the sphere-like (mesoscopic level) membrane curvature. The fact that the curvatures at the cell boundaries are all equal is a consequence of both the symmetry of the deformation and the isotropy of the protein. The local, microscopic, membrane shape perturbation within the unit cell is allowed to minimize the membrane free energy (see also Fig. 8.9).
Equations 8.33 can be solved analytically for cylindrical symmetry and the corresponding free energy $F_{dh}$ can be calculated. This derivation is explained in detail elsewhere (Fošnarič et al., 2006); here we discuss only the dependences of the constants $H_m$ and $\xi$ (Eq. 8.22) on the parameters of the microscopic model.

In the model presented in Section 8.2.2, the single inclusion energy (Eq. 8.22) induced by an isotropic rigid protein ($D_m = 0$) in a spherical membrane curvature field ($H = C = \text{const.}$ and $D = 0$) simplifies to:

$$E = \mu_m + \frac{\xi}{2} (H - H_m)^2,$$

(8.34)

where curvature $C$ is defined at the mesoscopic level. In other words, the possible local microscopic curvature deformation around the rigid protein (Fig. 8.5B) is not shown directly in $C$, instead, it is hidden in the phenomenological parameters $\xi$ and $H_m$. 

Figure 8.9 Top view: Schematic illustration of a hexagonal array of laterally fixed isotropic cone-like membrane-embedded rigid proteins (shaded circles). The unit cell around each protein is approximated by a circle. The membrane shape is also given in cross-section. The shaded cones represent cross-sections through the inclusions. Figure reprinted with permission from Fošnarič, M., Iglč, A., and May, S. Influence of rigid inclusions on the bending elasticity of a lipid membrane. Phys Rev E, 174, pp. 051503. Copyright 2006 by the American Physical Society.
By comparing Eq. 8.34 with the free energy $F_{bh}$ from the model described in this section, we can obtain the relations (Fošnarič et al., 2006)

$$H_m \simeq \frac{(1 + \kappa_{rel})}{\kappa_{rel}} C_0,$$

(8.35)

$$\xi \simeq \pi R^2 \kappa_0 \kappa_{rel}.$$

(8.36)

Here $\kappa_0$ is the (local) bending stiffness of the (rigid protein-free) lipid bilayer, $R$ the radius of the cylindrically symmetric unit cell (Fig. 8.9), $c_0$ is the spontaneous curvature of the rigid protein-containing membrane and $\kappa_{rel}$ the relative change of the bending stiffness $\kappa$ due to the presence of rigid proteins in the membrane bilayer; namely $\kappa_{rel} = \kappa/\kappa_0 - 1$. The expressions for $C_0$ and $\kappa_{rel}$ can be derived analytically (Fošnarič et al., 2006). In compact form they can be written in terms of the relative cell size $\rho = (R/r_0)^2 - 1$ and the quantities

$$\eta^2 = \kappa_h/\kappa_s,$$

(8.37)

$$\bar{\eta} = (1 + \eta^2)/\eta^2 = (\kappa_s/\kappa_h) + 1,$$

(8.38)

$$\bar{\alpha} = \bar{\kappa}/[2(\kappa_s + \kappa_h)],$$

(8.39)

$$\bar{\xi} = (\kappa_h/\kappa_s + \kappa_i/\kappa_h)^{-1/2},$$

(8.40)

and

$$P = \frac{2\bar{\xi}}{r_0} \frac{I_1(R/\bar{\xi})K_1(r_0/\bar{\xi}) - I_1(r_0/\bar{\xi})K_1(R/\bar{\xi})}{I_1(R/\bar{\xi})K_0(r_0/\bar{\xi}) + I_0(r_0/\bar{\xi})K_1(R/\bar{\xi})}$$

(8.41)

where $I_n$ and $K_n$ give the modified Bessel functions of the first and second kind, respectively. We find that

$$\frac{R^2 C_0}{\theta r_0} = \frac{-(1 - P\bar{\alpha} \bar{\eta})(1 + \rho)}{1 + \rho(1 + \bar{\alpha}) + P\bar{\alpha} \eta^2 \{1 - \bar{\eta}^2[1 + \rho(1 + \bar{\alpha})]\}}$$

(8.42)

and

$$\kappa_{rel} = \frac{1}{1 + \bar{\alpha}} \frac{1 - P \eta^2(1 + \bar{\alpha} \eta^2)}{\rho + P \eta^2(1 - \bar{\alpha} \eta^2 \rho)}$$

(8.43)

The local stability condition implies $\kappa_0 > - \bar{\kappa}/2 > 0$ (Ben-Shaul, 1995; Kralj-Iglic et al., 2005) (where $\kappa_0$ and $\bar{\kappa}$ are the local bending (splay) modulus and saddle-splay (Gaussian) modulus,
respectively), therefore $-0.5 < \bar{\alpha} < 0$. The estimated values of $\kappa_t$ (Helfrich, 1973; May et al., 2004) yield $\bar{\zeta} \sim 0.2$ nm.

The above equations express contain the microscopic membrane shape perturbations around a rigid protein through curvature deformation and through changes in lipid tilt (Fig. 8.5B). However, the model described in this section can also be used for the biologically important case of restricted local shape perturbations (see Fig. 8.5A). Relations for $H_m$ and $\xi$ (Eqs. 8.35 and 8.36) remain the same, but the expression for the relative bending stiffness becomes

$$\kappa_{rel} = \frac{1}{1 + \rho} \left[ \frac{1}{P(1 + \eta^2)(1 + \bar{\alpha})} - 1 \right], \quad (8.44)$$

where the function $P$ is the same as in Eq. 8.41, with $\bar{\zeta}$ now being replaced by $\bar{\zeta}_c = \bar{\zeta}(\kappa_h \to \infty)$:

$$\bar{\zeta}_c = (\kappa_t / \kappa_s)^{-1/2}. \quad (8.45)$$

The relations in Eqs. 8.22, 8.35 and 8.36 are valid only as long as local deformations around the membrane-embedded neighbouring rigid proteins do not overlap. Otherwise the interaction constant $\xi$ (Eq. 8.22) would depend on the area fraction of proteins ($m = r_0^2 / R^2$) in the membrane patch considered. It can be seen from the above relations that for the case of unconstrained local shape perturbations around the rigid proteins (Fig. 8.5B) is valid up to a certain value of the area fraction of the proteins. For most of the relevant cases the actual area fraction of rigid proteins ($m$) is well below this value.

In the case of restricted local (microscopic) shape perturbations around the rigid protein (see Fig. 8.5A), the decay of the lipid (tilt) deformation around the protein is exponential (i.e., short-ranged). Therefore, overlapping of the short-ranged lipid deformations around neighbouring proteins becomes important only if the proteins are very close. Consequently the interaction constants ($\xi$, $\xi^*$, $H_m$ and $D_m$) depend on the local density of the inclusions only for very large $m$.

For small values of $m$, we can expand the expression for $\xi$. For unconstrained local membrane shape relaxations we get

$$\xi = \frac{\pi r_0^2 \kappa_0}{1 - \bar{\alpha}} \left[ 1 - \frac{2\eta^2 \bar{\zeta}(1 + \bar{\alpha}\eta^2)}{r_0} \frac{K_1(r_0/\bar{\zeta})}{K_0(r_0/\bar{\zeta})} \right], \quad (8.46)$$
Figure 8.10 Interaction constant $\xi$ (Eq. 8.22) as a function of the average radius of the rigid protein ($r_0$) in the model of constrained local membrane microscopic shape perturbations (Fig. 8.5A) calculated from Eq. 8.27 for $\zeta = 0.9$ nm (grey full curve) and from Eq. 8.47 (dashed curve) for $\eta^2 = 1$, $\tilde{\alpha} = -0.2$ and $\tilde{\zeta}_c = 0.2$ nm. The figure also shows the dependence of $\xi$ on $r_0$ for unconstrained local membrane microscopic shape perturbations (Fig. 8.5B), as calculated from Eqs. 8.46 for $\tilde{\zeta} = 0.2$ nm and same values of $\eta^2$ and $\tilde{\alpha}$ (black solid curve).

whereas the case of constrained local membrane shape relaxation yields

$$\xi = \pi r_0^2 \kappa_0 \left[ \frac{r_0}{2\tilde{\zeta}_c(1 + \eta^2)(1 + \tilde{\alpha})} \frac{K_0(r_0/\tilde{\zeta}_c)}{K_1(r_0/\tilde{\zeta}_c)} - 1 \right]. \quad (8.47)$$

It can be seen in Eqs. 8.46 and 8.47 that the interaction constant $\xi$ adopts negative values for $r_0 < 2\tilde{\zeta}_c\eta^2(1 + \tilde{\alpha}\eta^2)K_1(r_0/\tilde{\zeta}_c)/K_0(r_0/\tilde{\zeta}_c)$ (unconstrained case) and $r_0 < 2\tilde{\zeta}_c(1+\eta^2)(1+\tilde{\alpha})K_1(r_0/\tilde{\zeta}_c)/K_0(r_0/\tilde{\zeta}_c)$ (constrained case). Therefore, for large enough $\tilde{\alpha}$ and $\tilde{\zeta}_c$ (or $\tilde{\zeta}_c$), and for a small enough radius of the protein, rigid inclusions could locally soften the membrane (Fošnarič et al., 2006). This could not be predicted within the theory presented in Section 8.3.1, where the tilt degree of freedom is not explicitly taken into account and enters the model only through the characteristic decay length $\zeta$.

In Figure 8.10, the dependence of $\xi$ on the average radius of the membrane-embedded rigid protein $r_0$ is shown for the
different models presented. The case of constrained local membrane shape perturbations (Fig. 8.5A) is shown in the grey curve for the model from Section 8.3.1, and in the dashed curve for the above described model (Eq. 8.47). The case of unconstrained local shape perturbations (Fig. 8.5A) is shown in the black solid curve (see Eq. 8.46).
Chapter 9

Tubular Budding of Biological Membranes

The formation of tubular membrane bilayer structures (nanotubes) is a common phenomenon in both artificial membranes (see Iglič et al., 2003; Karlsson et al., 2001; Kralj-Iglič et al., 2001a; Kralj-Iglič, 2002; Mathivet et al., 1996, and Section 6.4) and cellular systems (Chinnery et al., 2008; Davis and Sowinski, 2008; Galkina et al., 2005; Gerdes et al., 2007; Gerdes and Carvalho, 2008; Gimsa et al., 2007; Hurtig et al., 2010; Iglič et al., 2007b; Koyanagi et al., 2005; Önfelt et al., 2004; Rustom et al., 2004; Sun et al., 2005; Veranič et al., 2008; Vidulescu et al., 2004; Watkins and Salter, 2005).

Sometimes vesicles which seem to be freely diffusing in solution, are attached to the parent cell by nanotubes. This was found to be the case for erythrocytes that moved synchronously with some small released vesicles nearby (Kralj-Iglič et al., 2001b). Once pulled out from the liposome membrane (see, e.g., Roux et al., 2002), the nanotubular membrane protrusions in liposomes or the nanotubular connections between two liposomes can be mechanically stable, even without any permanent external (pulling) stabilization force. This was theoretically explained by the weak average orientational ordering and direct interactions between
lipids in highly curved tubular membrane regions (see Section 7.7). Recently, thin membranous bridging tubes have been discovered in several cell lines (for a review see Gerdes et al., 2007; Hurtig et al., 2010; Schara et al., 2009), among which the so-called tunnelling nanotubes (TNTs) are the most interesting (Hurtig et al., 2010; Önfelt et al., 2004; Rustom et al., 2004; Veranič et al., 2008).

In this chapter, we present a possible mechanism that may explain experimentally observed detergent-induced tubular budding of the erythrocyte membrane. The proposed mechanism is based on the energetically favourable self-assembly of anisotropic membrane nanodomains (raft elements) into larger membrane domains forming nanotubular membrane protrusions (Iglič et al., 2007b; Kralj-Iglič et al., 2005). This mechanism of the growth and stability of erythrocyte membrane tubular membrane protrusions may also be relevant for stabilization of tubular membrane protrusions in other cellular systems (Iglič et al., 2006, 2007b; Janich and Corbeil, 2007) and for the stability of tunnelling nanotubes that connect cells, and could be important in intracellular and intercellular transport and communication (Chinnery et al., 2008; Veranič et al., 2008). Since TNTs are difficult to visualize and are also very fragile, they have been overlooked in the past, but it could be expected that in the future they will receive more attention due to their vital importance.

9.1 Bilayer Membrane with Nanodomains

As already pointed out, much experimental and theoretical evidence indicates the existence of membrane micro- and nanodomains (see (Corbeil et al., 2001; Huttner and Zimmerberg, 2001; Iglič et al., 2006; Janich and Corbeil, 2007; Salzer and Prohaska, 2003) and references therein). Considering the biological membrane simply as a mixture of different types of individual molecules with different intrinsic shapes, without explicitly taking into account the possibility of their self-assembly into mixed energetically favourable membrane micro and/or nonnanodomains (which are composed of molecules of different shapes), would overestimate the role of the individual molecular intrinsic shape in the mechanics of biological
membranes and neglect the role of direct interactions between the molecules that compose the membrane. For example, membrane lipids, which comprise an impressively large number of molecular species with different intrinsic shapes (see Figs. 7.1 and 7.5, and also Israelachvili, 1997; Kralj-Iglič et al., 2006; Roelofs et al., 1989), may self-assemble into various micro- and nanodomains with an average intrinsic shape (spontaneous curvature) of the domain which can be different from the intrinsic shapes of the lipids constituting it (see Iglic et al., 2007b; Kuypers et al., 1984, and Fig. 9.1). A proper theoretical description of the mechanics of biological membranes should therefore also take into account the possibility that membrane molecules may form small flexible micro and nanodomains with different intrinsic shapes (see Chapter 8).

As described in Chapter 8, the expression for the energy of a membrane nanodomain induced by a single rigid membrane protein (Fig. 8.1B) can be written as (see Eq. 8.22):

\[ E(\omega) = \frac{k}{2} (H - H_m)^2 + \frac{\xi + \xi^*}{4} (D^2 - 2DD_m \cos 2\omega + D_m^2), \]  

(9.1)

which is mathematically equivalent to the expression for the energy of a flexible membrane nanodomain including chain-like proteins.
and lipids (Fig. 8.1A), where (see Section 8.2.2)
\[ \xi = 2a_0(2K_1 + K_2), \quad \xi^* = -2a_0(2K_1 + 3K_2). \] (9.2)

Therefore in this section, only Eq. 9.1 is used to describe the energy of membrane nanodomains of different types (see Fig. 8.1).

The membrane nanodomain adapts its shape in order to fit its curvature to the actual membrane curvature which is also influenced by the nanodomains. Since all orientations of the nanodomain do not have the same energy (see Eq. 9.1 and Fig. 8.3), the partition function of a single nanodomain can be written in the form:
\[ Q_l = \frac{1}{\omega_0} \int_0^{2\pi} \exp \left( -\frac{E(\omega)}{kT} \right) d\omega, \] (9.3)

with $\omega_0$ as an arbitrary angle quantum (Eq. 8.15). The free energy of the membrane nanodomain is then obtained by the expression
\[ f_{in} = -kT \ln Q_l. \] (9.4)

Combining Eqs. 9.1, 9.3 and 9.4 allows us to write the free energy of the single flexible membrane nanodomain (up to the constant terms) as:
\[ f_{in} = \frac{\xi}{2}(H - H_m)^2 + \frac{\xi + \xi^*}{4}(D^2 + D_m^2) - kT \ln \left( I_0 \left( \frac{(\xi + \xi^*) D_m D}{2kT} \right) \right), \] (9.5)

where $I_0$ is a modified Bessel function.

In the following, we derive the free energy of a bilayer membrane with membrane-embedded nanodomains. The excluded volume principle, that is, the finite volume of the membrane nanodomains (inclusions), is taken into account within the lattice statistics (see Section 1.2.2.5) (Hill, 1986). Therefore, the membrane is divided into small patches (Fig. 1.8), which still contain a large number of molecules so that the methods of statistical mechanics can be used. The membrane curvature is taken to be constant over the patch. A lattice is postulated with $M$ sites in one patch, each having area $a_0$. In the chosen patch, there are $N$ nanodomains. The area of a single nanodomain is $a_0$.

The direct interactions between nanodomains are taken into account using the Bragg-Williams approximation (Hill, 1986). We assume that direct interactions are possible only between
nanodomains, while there are no direct interactions between nanodomains and the rest of the membrane:

$$ W_{ii} = \tilde{N}_{ii} w, \quad (9.6) $$

where $w$ is the interaction energy of nanodomain–nanodomain pair (for $w < 0$ the interaction between nanodomains is attractive) and $\tilde{N}_{ii}$ is the average number of nearest neighbour nanodomains,

$$ \tilde{N}_{ii} = \frac{1}{2} N c \frac{N}{M}, \quad (9.7) $$

where $N$ is the number of nanodomains in the patch, $M$ is the number of (lattice) sites in the patch and $c$ is the number of nearest neighbours around one nanodomain. For a two-dimensional square net $c = 4$ (see Fig. 1.8). The factor $1/2$ was introduced in order to avoid counting each nanodomain–nanodomain pair twice.

Within the lattice statistics approach (Section 1.2.2.5), the canonical partition function of the nanodomains in one patch is:

$$ Q^P = Q_i^N \exp \left( -c N^2 w / 2 M kT \right) \frac{M!}{N! (M-N)!}, \quad (9.8) $$

where $Q_i$ is the single nanodomain partition function. The Helmholtz free energy of the patch is $F^P = -kT \ln Q^P$:

$$ F^P = -N k T \ln Q_i + \frac{c w N^2}{2 M} + kT N \ln \frac{N}{M} + kT (M-N) \ln \left( 1 - \frac{N}{M} \right), \quad (9.9) $$

where we applied the Stirling approximation $\ln x! \approx x \ln x - x$. The free energy of all nanodomains in the membrane is obtained by summing the contributions of all patches:

$$ F_i = \int_A n f_{in} m_0 \, dA + \int_A \frac{c w m_0}{2} n^2 \, dA + kT m_0 \int_A (n \ln n + (1-n) \ln(1-n)) \, dA, \quad (9.10) $$

where $n = N / M$ is the local membrane area fraction occupied by the membrane nanodomains, $dA$ is the membrane area element (area of a patch), $m_0 = M / dA = 1 / a_0$, $a_0$ is the area of a single nanodomain and the free energy of the single nanodomain $f_{in}$ is defined in Eq. 9.5. The constant term proportional to $\ln Q_i$ was neglected.

The free energy of the membrane bilayer ($F$) should also include the bending energy of the membrane regions without nanodomains.
The normalized (reduced) membrane free energy \( f = F/(m_0 A) \) can be therefore, written in the form (Hägerstrand et al., 2006; Iglič et al., 2006):

\[
f = \int_A (1 - n)\tilde{w}_b \, da + \int_A n f_{\text{in}} \, da \\
+ \int_A \frac{cw}{2} n^2 \, da + kT \int_A (n \ln n + (1 - n) \ln(1 - n)) \, da,
\]

(9.11)

where \( da = dA/A \) is the relative membrane area element, \( \tilde{w}_b \) is the local isotropic bending energy of the membrane regions without nanodomains (see Eq. 7.57):

\[
\tilde{w}_b = \frac{a_0 k_c}{2} \left(2H\right)^2 + a_0 k_c K
\]

(9.12)

and \( k_c \) is the corresponding (local) bending constant.

Due to their lateral mobility and specific intrinsic shapes, the membrane nanodomains may accumulate in regions of favourable curvature, while they are depleted from regions of unfavourable curvature (Hägerstrand et al., 2006; Holopainen et al., 2000; Iglič et al., 2006; Kralj-Iglič et al., 1999; Markin, 1981). The influence of the intrinsic shape of membrane nanodomains on the equilibrium configuration of the membrane and the corresponding lateral distribution of the membrane nanodomains is determined by minimizing the membrane free energy

\[
\delta f = 0
\]

(9.13)

under relevant geometrical constraints. We require that there is a fixed number of nanodomains in the membrane

\[
\int n \, da = \bar{n},
\]

(9.14)

where \( \bar{n} \) is the average value of \( n \).

In the following the variational problem is solved rigorously with respect to the lateral distribution of nanodomains \( n \) only. Accordingly, a functional \( G = \int \mathcal{L} \, dl \) is constructed, where

\[
\mathcal{L} = \frac{(1 - n)\tilde{w}_b}{kT} + \frac{n f_{\text{in}}}{kT} + \frac{cw}{2kT} n^2 + (n \ln n + (1 - n) \ln(1 - n)) + \lambda n
\]

and \( \lambda \) is the global Lagrange multiplier. The relevant Lagrange–Euler differential equation

\[
\frac{\partial \mathcal{L}}{\partial n} = 0
\]

(9.15)
yields
\[
\ln \left[ \frac{n}{1-n} \cdot \exp \frac{c \, w \, n}{k \, T} \right] = -\lambda - \frac{f_{\text{in}}}{kT} + \frac{\dot{\omega}_b}{kT} .
\]  
(9.16)

For simplicity the term \( \exp (c \, w \, n/k \, T) \) in Eq. 9.16 is replaced by the term \((1 + c \, w \, n/k \, T)\):
\[
\ln \left[ \frac{n}{1-n} \left(1 + \frac{c \, w \, n}{k \, T}\right) \right] = -\lambda - \frac{f_{\text{in}}}{kT} + \frac{\dot{\omega}_b}{kT} .
\]  
(9.17)

After rearrangement, Eq. 9.17 is solved to obtain
\[
n = -\frac{(1 + e^{-(\lambda + \beta)})k \, T}{8 \, w} + \frac{(1 + e^{-(\lambda + \beta)})k \, T}{8 \, w} \sqrt{1 + \frac{16 \, w \, e^{-(\lambda + \beta)}}{(1 + e^{-(\lambda + \beta)})^2}} .
\]  
(9.18)

where
\[
\beta = f_{\text{in}}/kT - \dot{\omega}_b/kT
\]  
(9.19)

and \( c = 4 \). In the limit of weak interaction (small \( w \)) Eq. 9.18 transforms into (Hägerstrand et al., 2006; Iglić et al., 2006):
\[
n \approx \frac{\vartheta \, \exp(-\beta)}{(1 + \vartheta \, \exp(-\beta))} \left[1 - \frac{4 \, w \, \vartheta \, \exp(-\beta)}{k \, T \, (1 + \vartheta \, \exp(-\beta))^2}\right] ,
\]  
(9.20)

where \( \vartheta = \exp(-\lambda) \) and \( w < 0 \) for attractive interactions. The parameter \( \vartheta \) is determined from the constraint (Eq. 9.14). For \( w = 0 \), the above equation (Eq. 9.20) simplifies to:
\[
n \approx \frac{\vartheta \, \exp(-\beta)}{(1 + \vartheta \, \exp(-\beta))} .
\]  
(9.21)

### 9.2 Accumulation of Anisotropic Nanodomains and the Stability of Tubular Membrane Protrusions

In the following, the above described model of a bilayer membrane with nanodomains (Section 9.1) is used to elucidate the possible physical mechanism which may explain the curvature-induced accumulation of small anisotropic prominin-lipid complexes (i.e., prominin nanodomains) on highly curved tubular membrane protrusions (Corbeil et al., 2001; Iglić et al., 2006, 2007b; Janich and Corbeil, 2007). It was suggested that prominin rafts play an important role in the stabilization of plasma membrane protrusions
(Huttner and Zimmerberg, 2001). Since prominin does not directly interact with the actin-based cytoskeleton (Huttner and Zimmerberg, 2001), the predominant localization of prominin nanodomains in tubular membrane protrusions may be explained by the specific anisotropic intrinsic shape of the prominin nanodomains which may represent the main driving force of nanotube formation (Hurtig et al., 2010; Iglič et al., 2006; Janich and Corbeil, 2007; Veranič et al., 2008). The redistribution of prominin nanodomains after mild cholesterol depletion from the protrusions indicates the importance of cholesterol (Röper et al., 2000) and other lipids as partners (Huttner and Zimmerberg, 2001) in the formation of small prominin nanodomains.

Recently, the inhomogeneous lateral distribution of flotillins and their accumulation during cytokinesis was also observed (Rajendran et al., 2003), while ganglioside GM1 was enriched in membrane exvagations induced by cytosolic calcium and amphiphiles (Hägerstrand and Mrowczynska, 2008; Hägerstrand et al., 2006). Based on these and other experimental results and on theoretical considerations, it was suggested that membrane skeleton-detached, laterally mobile nanodomains may preferentially accumulate in the curved or flat membrane regions depending on their intrinsic shape and/or the direct interactions between them (Hägerstrand and Mrowczynska, 2008; Hägerstrand et al., 2006; Hurtig et al., 2010; Iglič et al., 2006; Veranič et al., 2008).

In order to estimate the importance of the curvature-induced accumulation of small anisotropic prominin–lipid nanodomains on highly curved tubular membrane protrusions in the model, the membrane can be divided into two parts: firstly, the flat part with relative area \( a_f \) and the fraction of the area covered by prominin nanodomains \( n_f \), and secondly, the highly curved tubular part of the membrane with mean curvature \( H = D = 1/2r \) (where \( r \) is the radius of a tubular protrusion), relative area \( a_t \) and the fraction of the area covered by inclusions (nanodomains) equal to \( n_t \). The parameter \( \vartheta \) may be determined numerically from the condition

\[
 n_f a_f + n_t a_t = \bar{n},
\]

where \( a_f + a_t = 1 \) and \( n_f \) and \( n_t \) are given by Eq. 9.20.

Figure 9.2 shows the fraction of the area of the tubular membrane protrusions covered by anisotropic nanodomains \( (n_t) \) as a function
of the radius \( r \) of the tubular protrusion for three values of the intrinsic curvature deviator of the nanodomains \( (D_m) \).

It can be seen that for small \( r \) and large \( D_m \), the fraction of the membrane tubular area occupied by nanodomains \( (n_t) \) is much larger than \( \tilde{n} \), while \( n_f \) is smaller than \( \tilde{n} \). This indicates the possibility of curvature-induced accumulation of prominin nanodomains in highly curved tubular membrane regions. Due to the high concentration of nanodomains in the tubular protrusion the nanodomains in protrusions may then coalesce into larger prominin domains (rafts) as observed in experiments (Corbeil et al., 2001; Huttner and Zimmerberg, 2001; Janich and Corbeil, 2007). It can also be seen in Fig. 9.2 that for high enough values of the intrinsic curvature deviator of the nanodomains \( D_m \), the value of \( n_t \) approaches unity, indicating the possibility of lateral phase separation of nanodomains for high values of \( D_m \) and small values of \( r \) (see also Fig. 9.3).
Figure 9.3  Schematic figure of an energetically favourable self-assembly of anisotropic prominin nanodomains (characterized by $C_{1m} > 0$ and $C_{2m} = 0$) into larger membrane domains forming cylindrical aggregates. Reprinted from *Blood Cells, Molecules and Diseases*, 39(1). Aleš Iglič, Maruša Lokar, Blaž Babnik, Tomaž Slinnik, Peter Veranič, Henry Hägerstrand, and Veronica Kralj-Iglič, Possible role of flexible red blood cell membrane nanodomains in the growth and stability of membrane nanotubes. pp. 14–23, Copyright 2007, with permission from Elsevier. (See also Hurtig et al., 2010; Veranič et al., 2008).

In the theoretical consideration presented (Fig. 9.2), the value applied for the interaction constant $\xi$ is considerably larger than the corresponding value for the isotropic lipid bilayer membrane (Kralj-Iglič, 2002). This means that the isotropic bending energy of the isotropic lipid bilayer is insufficient to stabilize the tubular membrane protrusion and also may not significantly contribute to sorting of lipids between tubular membrane protrusions and the parent membrane due to the excessive decrease in configurational (mixing) entropy (Iglič et al., 2006; Tian and Baumgart, 2009). As shown in the Section 7.7, the very thin nanotubular protrusion of one component liposomes can be stabilized by the average orientational ordering of anisotropic lipids in nanotubes (Kralj-Iglič, 2002), while in more complex bilayer membrane systems (as shown also in this chapter), the lipid–lipid and lipid–protein direct interactions may result in the formation of small membrane (in general anisotropic) nanodomains (clusters, inclusions) which
can stabilize tubular membrane protrusion and also significantly contribute to lipid sorting (Iglič et al., 2006; Kralj-Iglič et al., 2005; Tian and Baumgart, 2009). As shown in Fig. 9.2, such nanodomains may coalesce into larger domains (rafts) by their curvature induced clustering in membrane protrusions, as observed in (Holthius et al., 2003; Hurtig et al., 2010; Huttner and Zimmerberg, 2001). To conclude, within the standard isotropic Helfric–Evans membrane elasticity model (Eq. 7.68), the stability of tubular membrane protrusions cannot be explained without an inner supporting rod-like structure or mechanical pulling force (Derényi et al., 2002; Miao et al., 1991, 1994). However, thin tubular membrane protrusions can be stabilized by anisotropic membrane nanodomains (components) (Iglič et al., 2006, 2007b; Kralj-Iglič et al., 2005), as also shown in Fig. 9.4.

Our theoretical model may thus provide an explanation for the observed curvature-induced enrichment of prominin raft markers in tubular membrane protrusions. Accumulation of anisotropic nanodomains in tubular membrane protrusions and their average orientational ordering lowers the membrane free energy and therefore, stabilizes the tubular structure. It is therefore expected that the tubular shape of the protrusion is stable even without an inner rod-like structure (Hurtig et al., 2010; Iglič et al., 2006; Kralj-Iglič et al., 2005). This was confirmed in an experiment where the inner rod-like structures of tubular protrusions of the cell membrane were disintegrated. The membrane of the protrusions retained its tubular shape as described below.

Cytochalasin B is a substance that disintegrates the actin filaments of the cell cytoskeleton. Consequently, microtubules segregate into rod-like structures that exert an impact on the cell membrane. Fibroblasts treated with cytochalasin B for 30 minutes exhibit long flattened protrusions on a globular cell body which are attached to the support (Fig. 9.5-1A). Inside such a protrusion, a parallel array of microtubules can be seen in Fig. 9.5-1B.

In cytochalasin B-treated cells with a reduced content of cholesterol in the membrane (as a result of growth in a medium without cholesterol for 24 hours), the protrusions are much thinner (Fig. 9.5-2A), while no rod-like structures of microtubules could be found within the protrusions (Fig. 9.5-2B). Further, no microspikes
Figure 9.4 Comparison of calculated closed shapes of vesicles having a two component membrane. The shape are presented for different relative (reduced) volume $v$. The values of the reduced volume are (from left to right) $v = 0.54, 0.67, 0.75, 0.80, 0.85, 0.90$. The first two rows show the shapes of the vesicles when the entropy contribution (see the last term in Eq. 9.10) is neglected. In the first row, the shapes of the vesicles are calculated within the isotropic model of the two component membrane with isotropic flexible nanodomains. In the second and third row, the shapes of the vesicles are calculated within the anisotropic model of a two component membrane with anisotropic flexible nanodomains. The colour of the surface represents the fraction of the area covered by nanodomains. The fully red colour corresponds to a membrane composed of nanodomains only (isotropic in the first row and anisotropic in the second and third rows). Reprinted from Journal of Biomechanics, 45(2), Doron Kabaso, Nataliya Bobrovska, Wojciech Góźdź, Nir Gov, Veronika Kralj-Iglič, Peter Veranič, and Aleš Iglič, On the role of membrane anisotrophy and BAR proteins in the stability of tubular membrane structures, pp. 231–238, Copyright 2012, with permission from Elsevier.
could be found on the protrusions (Fig. 9.5-2A) in contrast to the case shown in Fig. 9.5-1A. In cholesterol-depleted cells microtubules are concentrated only in the globular bodies of the cells close to the nuclei (Fig. 9.5-2B). These experiments present evidence for membrane tubular shapes which are also stable without inner rod-like structures (Iglić et al., 2006, 2007b). Although rod-like protrusions were formed due to the impact of the inner rod-like structure, the tubular shape was stable after disintegration of the inner structure, in agreement with the theoretical predictions presented.

We therefore suggest that the observed stability of thin tubular membrane protrusions without an inner supporting rod-like cytoskeleton (Fig. 9.5-2B) may be a consequence of the accumulation of anisotropic membrane nanodomains in the bilayer membrane of these protrusions.

Lubrol rafts are considered to be a special type of membrane raft (microdomain) found in tubular-shaped membrane regions and are distinct from the cholesterol–sphingolipid (Triton resistant) rafts that were found in the planar parts of the membrane (Röper et al., 2000). In the present theoretical consideration the value of the interaction constant $\xi$ was chosen to describe a small protein–lipid complex (Fosnarić et al., 2005; Iglić et al., 2006, 2007b) and could therefore, well describe the prominin–lipid complex (nanodomain). Small anisotropic protein–lipid complexes (i.e., anisotropic membrane inclusions) may associate into larger two-dimensional aggregates (Lubrol rafts) following their curvature-induced accumulation in tubular protrusions as previously observed (Holthius et al., 2003; Hurtig et al., 2010; Huttner and Zimmerberg, 2001; Iglić et al., 2006). The theoretical model described in this chapter may therefore, provide an explanation for the observed curvature-induced enrichment of Lubrol raft markers in tubular membrane protrusions.

The predicted and observed stability of thin tubular membrane protrusions without an inner supporting rod-like skeleton (see Figs. 9.5 and 9.8) is in line with the assumption that prominin nanodomains and other strongly anisotropic membrane nanodomains play an important role in the generation and stabilization of
Figure 9.5 In cells treated with cytochalasin B, long-flattened membrane protrusions on globular cell bodies were found attached to the support (1A). Immunofluorescence labelling of tubulin showed a parallel rod-like organization of the microtubules in these membrane protrusions (1B). Cytochalasin treatment of cells causing mild cholesterol depletion resulted in thinner and smoother tubular membrane protrusions (2A) where the rod-like microtubular structure completely disappeared (2B). Bar = 10 μm. Reprinted from *Journal of Theoretical Biology*, 240(3), Aleš Iglič, Henry Hägerstrand, Peter Veranič, Ana Plemenitaš, and Veronika Kralj-Iglič, Curvature-induced accumulation of anisotropic membrane components and raft formation in cylindrical membrane protrusions, pp. 368–373, Copyright 2006, with permission from Elsevier.
plasma membrane protrusions (Huttner and Zimmerberg, 2001; Kabaso et al., 2012b; Kralj-Iglič et al., 2005). However, also in cases where there is a rod-like structure inside the tubular protrusion (Boulbitch, 1998; Derényi et al., 2002), the described accumulation of anisotropic membrane nanodomains in tubular membrane protrusions represents a complementary physical mechanism for stabilization of tubular membrane protrusions (Iglič et al., 2006, 2007b; Kralj-Iglič et al., 2000, 2005; Yamashita et al., 2002).

9.3 Tubular Budding of the Erythrocyte Membrane

It was also observed that addition of amphiphilic molecules (detergents, peptides) to a suspension of erythrocytes causes changes in their shape. When the detergent molecules intercalate into the membrane, undulations of the membrane appear. Outward bending of the membrane leads to formation of an echinocyte (spiculated) shape, while inward bending of the membrane leads to formation of cup shaped erythrocytes (stomatocytes) and further (in both cases), to microvesiculation of the membrane. Echinocytosis or stomatocytosis is determined by the species of detergent molecules intercalated. For example, dodecylmaltoside, dodecylzwittergent, and dioctyl-di-QAS induce echinocytosis and exovesiculation, while chlorpromazine and ethyleneglycolethers induce stomatocytosis and endovesiculation (Hägerstrand and Isomaa, 1992; Kralj-Iglič et al., 2000, 2005). The spherical/tubular/torocytic shape of the released vesicles is connected to the intrinsic shape of the nanodomains generated by the intercalated detergent molecules.

According to the bilayer couple hypothesis, transformation of the echinocyte shape is driven by binding of the exogeneously added molecules preferentially to the outer membrane layer (Fig. 9.6). When red blood cells approach the type III echinocytic shape, budding, and nanoexovesicle release (spherical or tubular) from the membrane surface starts (Fig. 9.6).

It has been shown theoretically that the stability of the echinocyte shape is primarily determined by competition between the membrane bilayer Helfrich–Evans bending energy (Eq. 7.70) and the membrane skeleton shear energy (Iglič, 1997). A constitutive
Figure 9.6 Schematic figure of erythrocyte shape transformations due to preferential intercalation of detergents into the outer membrane layer. At low detergent concentrations echinocytes of type I and II (see Bessis, 1973) appear in the erythrocyte suspension, while at higher molecular concentrations echinocytes of type III are the most frequent. At still higher molecular concentrations, that is, at sublytic molecular concentrations, the budding (exovesiculation) and release of spherical or tubular vesicles start (see Hägerstrand and Isoherranen, 1992; Iglič et al., 1998, 2007b; Kralj-Iglič et al., 2005, and references therein). As a result the erythrocytes are transformed into spherocytes. Reprinted from Blood Cells, Molecules and Diseases, 39(1), Aleš Iglič, Maruša Lokar, Blaž Babnik, Tomaž Sliwnik, Peter Veranič, Henry Hägerstrand, and Veronika Kralj-Iglič, Possible role of flexible red blood cell membrane nanodomains in the growth and stability of membrane nanotubes, pp. 14–23, Copyright 2007, with permission from Elsevier.

model for membrane skeleton behaviour takes into account the fact that the membrane skeleton is locally compressible (Discher and Mohandas, 1996; Discher et al., 1994; Mohandas and Evans, 1994). However, for reasons of simplicity the membrane skeleton shear energy is usually calculated using an approximate expression (Evans and Skalak, 1980; Iglič, 1997):

\[ W_{\text{shear}} = \frac{\mu}{2} \int (\lambda_m^2 + \lambda_m^{-2} - 2) \, dA , \]  

(9.23)

where the membrane skeleton is considered laterally incompressible (Waugh, 1996), \( \mu \) is the membrane skeleton area shear modulus, \( \lambda_m \) is the principal extension ratio along the meridional direction (Evans and Skalak, 1980; Iglič, 1997) and \( dA \) is the membrane area element. The Helfrich–Evans membrane bending
energy $F_b$ (Eq. 7.70) is the sum of a local and a non-local term (Evans and Skalak, 1980; Helfrich, 1974; Miao et al., 1994; Stokke et al., 1986):

$$F_b = \frac{k_c}{2} \int (2H)^2 dA + 2k_r A(\langle H \rangle - H_0)^2,$$

(9.24)

where the Gaussian local bending term is omitted since according to the Gauss–Bonnet theorem it is constant for the closed surfaces. For thin and not too strongly curved membrane bilayers the average mean curvature $\langle H \rangle$ is proportional to the difference between the two membrane monolayer areas ($\Delta A$) (see Eq. 7.66):

$$\langle H \rangle = \Delta A/2A\delta.$$

(9.25)

The normalized average mean curvature $\langle h \rangle = R_0 \langle H \rangle$ is equal to the normalized area difference $\Delta a = \Delta A/8\pi\delta R_0$, where $R_0$ is defined by $R_0 = \sqrt{A}/4\pi$ (see also Sections 7.7 and 7.8).

The normalized effective spontaneous mean curvature $h_0 = R_0 h_0$ is equal to the normalized optimal area difference $\Delta a_0$:

$$h_0 = \Delta a_0 = \Delta A_0/8\pi\delta R_0.$$  

(9.26)

The optimal area difference $\Delta A_0$ is determined by the difference in the number of molecules, differences in the area per molecule and the difference in the intrinsic molecular shapes in the outer and the inner monolayer (see also Helfrich, 1974; Miao et al., 1994; Mukhopadhyay et al., 2002, and references therein). The normalized optimal area difference $\Delta a_0$ (or normalized spontaneous mean curvature $h_0$) therefore, depends on the number of excess detergent molecules bound in the outer layer ($N$), determined with respect to the number of detergent molecules in the inner layer of the membrane bilayer:

$$\Delta a_0 = \Delta a_{0,\text{ref}} + NS_a/8\pi\delta R_0,$$

(9.27)

where $S_a$ is the average area per detergent molecule and $\Delta a_{0,\text{ref}}$ is the value of $\Delta a_0$ before intercalation of the detergent starts. As may be seen from Eq. 9.27, the value of $\Delta a_0$ increases linearly with the number of excess detergent molecules bound to the outer layer of the membrane bilayer.

Figure 9.7 shows the erythrocyte shapes calculated by minimization of the membrane elastic energy (bending and shear) for
Figure 9.7 Calculated erythrocyte shapes determined by minimization of the membrane elastic energy (bending and shear) for two different values of $\Delta a_0$: 1.038 and 6.8 and for $k_c/k_e = 4$ (Hwang and Waugh, 1997), $\mu/k_c = 10^{13} m^{-2}$ (Evans and Skalak, 1980) and a relative cell volume of 0.6. The cell shapes are calculated as described in Božič et al. 2006 for the left shape and Iglič et al. 1998 for the right shape. The calculated equilibrium difference between the two cell membrane monolayer areas $\Delta a$ is 1.038 for shape a and 2.06 for shape b. Reprinted from Blood Cells, Molecules and Diseases, 39(1), Aleš Iglič, Maruša Loker, Blaž Babnik, Tomaz Slivnik, Peter Veranič, Henry Hägerstrand, and Veronika Kralj-Iglič, Possible role of flexible red blood cell membrane nanodomains in the growth and stability of membrane nanotubes, pp. 14–23, Copyright 2007, with permission from Elsevier.

Two different values of the relative optimal area difference $\Delta a_0$.

In addition to bending and shear energy the echinocyte shape is also modulated by stretching of the membrane skeleton (Mohandas and Evans, 1994; Mukhopadhyay et al., 2002) and by membrane embedded proteins (Hägerstrand et al., 2000).

The spherical erythrocyte shape (spherocyte) at sublytic concentrations of echinocytogenic detergents arises due to reduction of the size of the echinocyte spicules. The spicules become smaller mainly due to the release of daughter exovesicles from the cell surface (Fig. 9.6), predominantly from the echinocyte spicules (Fig. 9.8A). It was believed that progressive narrowing of echinocyte spicules due to the release of daughter exovesicles might lead to formation of thin tubular membrane spicules (protrusions) which are finally released from the cell surface as a whole in the form of long tubular exovesicles (Wagner et al., 1986). However, based on the results
Figure 9.8 TEM micrograph of freeze fracture replicas showing a tubular bud on top of an echinocyte spicule (A) (adapted from Kralj-Iglič et al., 2005) and a TEM micrograph of a dried sample showing free tubular nanoexovesicles released from the membrane (B). The radius of the tubular nanoexovesicles is about 40 nm. The budding or vesiculation was induced by adding 40 μM dodecyl α-maltoside to an erythrocyte suspension. The molecule of dodecyl α-maltoside has a dimeric headgroup, therefore it is strongly anisotropic (see also Fig. 7.1). Reprinted from Blood Cells, Molecules and Diseases, 39(1), Aleš Iglič, Maruša Lokar, Blaž Babnik, Tomaž Slivnik, Peter Veranič, Henry Hägerstrand, and Veronika Kralj-Iglič, Possible role of flexible red blood cell membrane nanodomains in the growth and stability of membrane nanotubes, pp. 14–23, Copyright 2007, with permission from Elsevier.

presented in Fig. 9.8, it can be concluded that tubular budding at the echinocyte spicules is the principal source of the tubular exovesicles released from the erythrocyte membrane (Kralj-Iglič et al., 2005).

Most of the echinocytogenic detergents studied hitherto induce spherical budding and nanoexovesicles, while strongly anisotropic detergent molecules (e.g., dimeric detergents or detergents with a dimeric headgroup (Kralj-Iglič et al., 2000, 2005)) were found to induce mainly tubular buds and tubular nanoexovesicles (Fig. 9.8). The observed tubular budding does not need any additional driving (pulling) force.

Since the spherical and tubular daughter nanoexovesicles released from the erythrocyte membrane are highly depleted in the membrane skeleton (Hägerstrand et al., 1999; Knowles et al., 1997), the shape of the buds or vesicles is determined by the properties of the membrane bilayer only. It is of interest to understand the mechanisms which determine the observed detergent-induced tubular budding of the bilayer membrane (Fig. 9.8). It is generally
accepted (Derényi et al., 2002; Kralj-Iglič et al., 2005; Miao et al., 1991; Tsafir et al., 2003) that the standard theory of isotropic membrane elasticity (Sackmann, 1994) which is based on a description of the membrane as a bilayer composed of two compressible isotropic monolayers (Eq. 9.24), does not provide an explanation for tubular budding (as observed in this work) if no pulling force is applied (Derényi et al., 2002; Kralj-Iglič et al., 2005; Miao et al., 1991; Tsafir et al., 2003). Therefore, the above described accumulation of anisotropic membrane nanodomains in tubular parts of the membrane (Fig. 9.4) was suggested as a possible mechanism that might explain the detergent-induced tubular budding of the erythrocyte membrane with no pulling force (see Figs. 9.3 and 9.4) required for the formation of these structures (Kralj-Iglič et al., 2005).

The predominant binding of anisotropic detergent molecules in the outer membrane monolayer also increases the optimal difference between the two membrane monolayer areas \( \Delta a_0 \) (Eq. 9.27) and in this way starts the process of formation of tubular membrane protrusions corresponding to a high difference between the two cell membrane monolayer areas \( \Delta A \) (Kralj-Iglič et al., 2000, 2005).

To conclude, strongly anisotropic detergent molecules such as dimeric detergents or detergents with a dimeric headgroup (like dodecyl \( \beta \)-maltoside) (Kralj-Iglič et al., 2000, 2005) induce mainly tubular buds and tubular nanoexovesicles (Fig. 9.8). We therefore propose that anisotropic detergents may induce formation of anisotropic nanodomains in the erythrocyte membrane and/or increase the lateral mobility of such (already existing) nanodomains. The increased lateral mobility of the nanodomains may be enabled due to detergent-induced changes in the skeleton–bilayer interactions, or due the changed physical properties of the nanodomains influenced by the incorporated detergent molecules.

### 9.4 Possible Limiting Shapes of Released Vesicles

The released erythrocyte tubular vesicles induced by anisotropic detergents keep a tubular shape even after their detachment from
the parent cell (Fig. 9.8B). The tubular shape represents one of the possible limiting shapes of prolate vesicles (Fig. 9.9). An other limiting shape of prolate vesicles is the necklace structure shown in Fig. 9.9. In the following it is shown that both kinds of limiting shapes (tubular and necklace-like) correspond to extreme average invariants of the curvature tensor (Kralj-Iglič et al., 2000). The shapes of the extreme average invariants of the curvature tensor (Eq. 5.32) correspond to the extreme of the average mean curvature (see also Eq. 5.33):

\[
\langle H \rangle = \frac{1}{A} \int H \, dA
\]  

(9.28)

and to the extreme of the average curvature deviator (see also Eq. 5.35):

\[
\langle D \rangle = \frac{1}{A} \int D \, dA
\]

(9.29)

at a given area of the membrane surface \( A \) and a given volume enclosed by the membrane \( V \).

The corresponding variational problems are stated by constructing the respective functionals (Iglič et al., 1999; Kralj-Iglič et al., 2000):

\[
\mathcal{G}_H = \langle H \rangle - \lambda_A \cdot \left( \int dA - A \right) + \lambda_V \cdot \left( \int dV - V \right),
\]

(9.30)

\[
\mathcal{G}_D = \langle D \rangle + \lambda_A \cdot \left( \int dA - A \right) - \lambda_V \cdot \left( \int dV - V \right),
\]

(9.31)

where \( \lambda_A \) and \( \lambda_V \) are the Lagrange multipliers. The analysis is restricted to axisymmetric shapes. The shape is given by rotation of the function \( y(x) \) around the \( x \) axis. In this case the principal curvatures are expressed by \( y(x) \) and its derivatives with respect to \( x \) as \( C_1 = \mp y''/(1 + y'^2)^{3/2} \) (Eq. 5.30) and \( C_2 = \pm 1/y(1 + y'^2)^{1/2} \) (Eq. 5.31), where \( y' = \partial y/\partial x \) and \( y'' = \partial^2 y/\partial x^2 \). The area element is \( dA = 2\pi \sqrt{1 + y'^2} \, y \, dx \), and the volume element is \( dV = \pm \pi y^2 \, dx \). The \pm sign takes into account that the function \( y(x) \) may be multiple valued. The sign may change at the points where \( y' \to \infty \). The variations

\[
\delta \mathcal{G}_H = \delta \int g_H(x, y, y', y'') \, dx = 0
\]

(9.32)
Figure 9.9  A series of prolate vesicle shapes calculated by minimization of the local membrane bending energy (Eq. 7.30) as described in (Iglič et al., 1999). The relative volume $v = 1/\sqrt{16}$ (see also Section 7.8). The corresponding values of $\langle h \rangle = R \langle H \rangle$ and $\langle d \rangle = R \langle D \rangle$ are also given. Here $R = \sqrt{A/4\pi}$. Reprinted from Journal of Biomechanics, 43(8), Šarká Perutková, Veronika Kralj-Iglič, Mojka Frank, and Aleš Iglič, Membrane stability of membrane nanotubular protrusions influenced by attachment of flexible rod-like proteins, pp. 1612–1617, Copyright 2010, with permission from Elsevier.
and
\[ \delta G_D = \delta \int g_D(x, y, y', y'') \, dx = 0 \] (9.33)
are performed by solving the corresponding Euler–Lagrange equations
\[ \frac{\partial g_i}{\partial y} - \frac{d}{dx} \left( \frac{\partial g_i}{\partial y'} \right) + \frac{d^2}{dx^2} \left( \frac{\partial g_i}{\partial y''} \right) = 0, \quad i = H, D. \] (9.34)
By substituting \( g_H \) and \( g_D \) into Eq. 9.34 we can express both variational problems by a Poisson–Euler equation of single form. After performing the necessary differentiations, this Poisson–Euler equation is (Iglič et al., 1999; Kralj-Iglič et al., 2000)
\[ \delta_1 \frac{2y''}{(1+y'^2)^2} + \lambda_A \left( \frac{1}{\sqrt{1+y'^2}} - \frac{yy''}{(\sqrt{1+y'^2})^3} \right) - \delta_2 y \lambda_V = 0, \] (9.35)
where \( \delta_1 \) and \( \delta_2 \) may be + or −, depending on the actual situation. It follows from the above that the solutions for the extremes of average invariants of the curvature tensor are equal. The nature of the extreme obtained may, however, be different. As can be seen in Fig. 9.9, it is possible that some solution corresponds to the maximal average mean curvature and the minimal average curvature deviator (necklace shape in Fig. 9.9). Some other solution may correspond to the minimal average mean curvature and the maximal average curvature deviator (tubular shape in Fig. 9.9).

Some simple analytic solutions of Eq. 9.35 were found: the cylinder \( y = \) constant and the circle of radius \( r_{\text{cir}} \), \( y = y_0 \pm \sqrt{r_{\text{cir}}^2 - (x - x_0)^2} \), where \((x_0, y_0)\) is the centre of the circle (Kralj-Iglič et al., 2000). If \( x_0 \neq 0 \) and \( y_0 = 0 \), the ansatz fulfils Eq. 9.35 for two different radii (Iglič et al., 1999), representing spheres with two different radii. If \( x_0 = 0 \) and \( y_0 \neq 0 \), the circle is the solution of Eq. 9.35 only when the Lagrange multipliers are interdependent; for \( r_{\text{cir}} < y_0 \), the solution represents a torus and a torocyte (Iglič et al., 2000).

As the sum of the solutions of the differential equation within each of the above categories is also a solution of the same equation at the chosen constraints, different combinations of shapes within the corresponding category are possible, provided that the combined shape fulfils the constraints (Elsgolc, 1961). In these cases, the
Lagrange multipliers may be interdependent (Iglič et al., 1999, 2000; Kralj-Iglič et al., 2000). For example, by combining different solutions it can be shown that a cylinder closed by two hemispheres fulfills the conditions for the extremes of the average invariants of the curvature tensor (left tubular shape in Fig. 9.9).

9.5 Theoretical Description of Self-Assembly of Anisotropic Nanodomains into Tubular Membrane Protrusions

In this section, we use the theory of self-assembly to describe the accumulation of nanodomains into cylindrical membrane protrusions. The nanodomains (of total number $N$) are initially distributed in the (nearly) flat membrane. We assume that the nanodomains protrude through both layers (see also Figs. 8.1 and 9.3) and are laterally mobile over the membrane surface. For a cylindrical protrusion of equal radius $H = D = 1/2r$ (where $r$ is the radius of the protrusion) everywhere on the membrane except on the tip and at the base of the protrusion, while in the flat regions $H = D = 0$.

For the sake of simplicity we assume $\xi \approx \xi^*$, therefore the free energy of a single nanodomain (Eq. 9.5) can be written in the form:

$$f_{in} = \frac{\xi}{2}(H - H_m)^2 + \frac{\xi}{2}(D^2 + D_m^2) - kT \ln \left( I_0 \left( \frac{\xi D_m D}{kT} \right) \right). \quad (9.36)$$

Nanodomains in aggregates interact with neighbouring nanodomains. We denote the corresponding interaction energy per nanodomain (monomer) in an aggregate composed of $i$ nanodomains as $\chi(i)$ where we assume that the energy $\chi(i)$ depends on the size of the aggregate $i$. Hence, the mean free energy per nanodomain in a cylindrical aggregate (where $H = D = 1/2r$) composed of $i$ nanodomains can be written as:

$$\mu_i = f_c - \chi(i), \quad (9.37)$$

where $f_c = f_{in}(H = D = 1/2r)$ and $\chi(i) > 0$. We assume that in the planar regions of the membrane (having $H = D = 0$) the concentration of nanodomains is always below the critical aggregation concentration and therefore the nanodomain cannot form.
two-dimensional flat aggregates. The mean energy per nanodomain in the flat membrane regions is therefore $\tilde{\mu}_1 = f_p$, where $f_p = f_{in}(H = D = 0)$.

The number density of nanodomains in the flat membrane regions is

$$\tilde{x}_1 = \frac{\tilde{N}_1}{M}, \quad (9.38)$$

where $\tilde{N}_1$ is the number of monomeric nanodomains in flat regions and $M$ is the number of (lattice) sites in the whole system. The size distribution of cylindrical aggregates on the scale of number density is expressed as

$$x_i = \frac{i N_i}{M}, \quad (9.39)$$

where $N_i$ denotes the number of cylindrical aggregates with aggregation number $i$, that is, the number of tubular membrane protrusions ($N_i$) consisting of $i$ nanodomains each. The number densities $\tilde{x}_1$ and $x_i$ should fulfil the conservation conditions for the total number of nanodomains in the membrane

$$\tilde{x}_1 + \sum_{i=1}^{\infty} x_i = N/M. \quad (9.40)$$

The free energy ($F$) of all nanodomains in the membrane can thus be written as

$$F = M [\tilde{x}_1 \tilde{\mu}_1 + kT \tilde{x}_1 (\ln \tilde{x}_1 - 1)] + M \sum_{i=1}^{\infty} \left[ x_i \mu_i + kT \frac{x_i}{i} \left( \ln \frac{x_i}{i} - 1 \right) \right] - \mu M \left( \tilde{x}_1 + \sum_{i=1}^{\infty} x_i \right), \quad (9.41)$$

where $\mu$ is the Lagrange parameter. The above expression for the free energy also involves also the contributions of configurational (mixing) entropy (see Eq. 1.107). Minimization of $F$ with respect to $\tilde{x}_1$ and $x_i$:

$$\frac{\partial F}{\partial \tilde{x}_1} = 0, \quad \frac{\partial F}{\partial x_i} = 0, \quad i = 1, 2, 3, \ldots, \quad (9.42)$$

leads to equilibrium distributions

$$\tilde{x}_1 = \exp \left( - \frac{f_p - \mu}{kT} \right), \quad (9.43)$$
\[ x_i = i \exp \left( -\frac{i}{kT} \left[ f_c - \chi - \mu \right] \right), \]  \hspace{1cm} (9.44)

where we assumed for simplicity that \( \chi(i) \) is a constant. The quantity \( \mu \) can be expressed from Eq. 9.43 and substituted in Eq. 9.44 to get

\[ x_i = i \left[ \tilde{x}_1 \cdot \exp \left( \frac{f_p + \chi - f_c}{kT} \right) \right]^i. \] \hspace{1cm} (9.45)

Since \( x_i \) can never exceed unity, it follows from Eq. 9.45 that when \( \tilde{x}_1 \) approaches \( \exp \left[ (f_c - f_p - \chi)/kT \right] \) it cannot increase further. The maximal possible value of the number density of monomeric nanodomains in flat parts of the membrane \( \tilde{x}_1 \) is therefore (Gimsa et al., 2007; Igli\'c et al., 2007b):

\[ \tilde{x}_c \approx \exp \left( \frac{\Delta f - \chi}{kT} \right), \] \hspace{1cm} (9.46)

where \( \Delta f = f_c - f_p \) is the difference between the energy of a single nanodomain on the cylindrical protrusion and the energy of the nanodomain in the flat membrane region. The number density \( \tilde{x}_c \) is the critical aggregation number density (concentration) (Israelachvili, 1997). In the case of cylindrical aggregates where \( H = D = 1/2r \), the value of \( \Delta f \) is:

\[ \Delta f = \xi H(H - H_m) - kT \ln \left[ I_0(\xi D_m D/kT) \right]. \] \hspace{1cm} (9.47)

For \( 1/2r < H_m \) the value of \( \Delta f \) is always negative. If \( \tilde{x}_1 \) is above \( \tilde{x}_c \), the formation of a very long cylindrical protrusion(s) composed of anisotropic membrane nanodomains is energetically favourable. It can be seen from Eq. 9.46 that longitudinal growth of the cylindrical membrane protrusion is promoted by the energy difference \( \Delta f \), as well as by the strength of the direct interaction between the nanodomains \( \chi \). The critical concentration \( \tilde{x}_c \) strongly decreases with increasing \( D_m \) (Fig. 9.10).

The theoretically predicted stability of thin tubular membrane protrusions without an inner supporting rod-like skeleton is in line with the assumption that prominin nanodomains (and other strongly anisotropic membrane nanodomains) have an important role in the generation and stabilization of plasma membrane protrusions (Hurtig et al., 2010; Verani\'c et al., 2008). However,
Figure 9.10 Critical aggregation number density (concentration) for self-assembly of anisotropic membrane nanodomains into larger membrane domains forming cylindrical aggregates calculated as a function of the radius of cylindrical aggregates ($r$). The intrinsic shape of the single nanodomains are characterized by $H_m = D_m$ of 0.06 nm$^{-1}$ (a), 0.08 nm$^{-1}$ (b) and 0.1 nm$^{-1}$ (c). The values of other model parameters are: $\chi = 1 \ kT$ and $\xi = 5000 \ kT$ nm$^2$. Reprinted from *Blood Cells, Molecules and Diseases*, 39(1), Aleš Iglič, Maruša Lokar, Blaž Babnik, Tomaz Slivnik, Peter Veranič, Henry Hägerstrand, and Veronika Kralj-Iglič, Possible role of flexible red blood cell membrane nanodomains in the growth and stability of membrane nanotubes, pp. 14–23, Copyright 2007, with permission from Elsevier.

also in cases where there is a rod-like structure inside the tubular protrusion, the described accumulation of anisotropic membrane nanodomains in tubular membrane protrusions represents a complementary physical mechanism for stabilization of tubular membrane protrusions.
Chapter 10

Spherical Budding of Biological Membranes

The proposed mechanism of stabilization of membrane nanotubes by coupling of the local membrane shape and the lateral density of the membrane constituents (nanodomains) is also one of the mechanisms relevant for the formation and stabilization of highly curved spherical membrane buds. Figures 10.1 and 10.2 (Hägerstrand et al., 2006; Iglič et al., 2007b; Laradj and Kumar, 2004; McMahon and Gallop, 2005; Sens and Turner, 2004, 2006; Staneva et al., 2005; Thiele et al., 1999) show the accumulation of isotropic membrane nanodomains (having $C_{1m} = C_{2m}$), which favour high isotropic curvature, on a small bud. The fraction of the area covered by nanodomains increases towards the tip of the bud. As the neck becomes narrower, the distribution approaches a step function, while the free energy of the nanodomains lowers the free energy of the membrane.

In the limit of an infinitesimally thin neck, the shape of the vesicle approaches a spherical shape as shown in Fig. 10.2. It can be seen that the limiting shape corresponding to the minimal average mean curvature consists of a section of a sphere while the limiting shape corresponding to the maximal average mean curvature consists of a segment of a flat surface and a spherical vesicle (Iglič and Hägerstrand, 1999).
The influence of the anisotropy of the membrane constituents or nanodomains (see Fig. 8.2) or the stability and configuration of the neck-shaped membrane regions can be studied theoretically in a system of undulating tubular shapes (Fig. 10.3). In the model the membrane is composed of anisotropic membrane constituents or nanodomains and components of the isotropic phospholipid moiety. The anisotropic nanodomains with $H_m = 0$ and $D_m \neq 0$ (see also Fig. 8.2) favour a saddle-like shape. Figure 10.3 shows a part of the calculated membrane shape for two values of the intrinsic curvature deviator $D_m$ of the anisotropic nanodomains.
Figure 10.2 The accumulation of isotropic membrane constituents (nanodomains) in the budding region. The line represents the relative number density of membrane nanodomains characterized by positive intrinsic curvatures \( C_{1m} = C_{2m} > 0 \) (see also Fig. 8.2) and attractive direct interactions during the budding of the membrane. Hägerstrand, H., Mrowczynska, L., Salzer, U., Prohaska, R., Michelsen, K. A., Kralj-Iglič, V., and Iglič, A. Curvature dependent lateral distribution of raft markers in the human erythrocyte membrane. *Mol. Membr. Biol.*, 23, pp. 277–288, copyright © 2006, Informa Healthcare. Reproduced with permission of Informa Healthcare.

For small values of the intrinsic curvature deviator \( D_m \) the tubular shape is energetically favourable. However, with increasing \( D_m \), a certain critical value of \( D_m \) is reached where the tubular shape is changed discontinuously to an undulating shape with a narrow neck (Fig. 10.3). With increasing values of \( D_m \) the neck becomes thinner. As can be seen in Fig. 10.3, the saddle-preferring anisotropic membrane constituents/nanodomains accumulate in the energetically favourable saddle-like neck regions.

The results presented in Figs. 10.2 and 10.3 indicate that two complementary mechanisms may take place in the budding of heterogeneous membranes containing isotropic and anisotropic membrane constituents or nanodomains: accumulation of saddle-preferring membrane constituents or nanodomains in the neck connecting the bud to the parent membrane, and accumulation of spherically curved membrane-preferring constituents or nanodomains in the spherical region of the bud (i.e., daughter vesicle).

As an example of the experimental evidence for the accumulation of membrane components in the spherical region of the bud, Fig. 10.4 shows an increased fluorescence signal of cholera toxin-labelled rafts on buds of the membrane of the human urothelial
Figure 10.3 The neck region of a membrane with anisotropic nanodomains or constituents and the corresponding fraction of the membrane covered by nanodomains (shaded) for two values of the intrinsic curvature deviator of anisotropic nanodomains: $D_m = 0.4 \text{ nm}^{-1}$ (a) and $0.7 \text{ nm}^{-1}$ (b). Both values of $D_m$ are above its critical value. The membrane free energy was minimized with respect to the shape and lateral and orientational distributions of anisotropic membrane constituents or nanodomains, as described in detail in Iglič et al. (2007a).

Figure 10.4 A fluorescence microscope image of the budding membrane of human urothelial line RT4 cells. Differences in the intensity of the fluorescence signal indicate that cholera toxin–labelled rafts accumulate on the buds. Bar = 200 nm (Kralj-Iglic and Jeranič, 2007).

line (RT4) cell. Clustering of rafts and membrane proteins in highly curved membrane regions (invaginations) and vesicles has also been observed previously (Hägerstrand et al., 2006; Harder and Simons, 1997).
To conclude, the membrane configuration of a budding vesicle connected to the parent cell by a very thin neck (right hand shape in Fig. 10.2) may be stabilized by the accumulation and average orientational ordering of anisotropic membrane components or nanodomains in the neck. As the suggested mechanism of stabilization of the neck connecting the budding vesicle and the parent membrane is nonspecific, and as there is no a priori reason for the membrane constituents or nanodomains to be in general isotropic, it could be expected to take place in any cell type (Jorgačevski et al., 2010). For example, in was shown recently that the orientational and lateral redistribution of membrane constituents or nanodomains may explain the transient energetically stable narrow fusion necks (pores) connecting fused vesicles to the target membrane which were observed in resting lactotrophs (Jorgačevski et al., 2010).

The stability of the narrow neck connecting the budding vesicle to the parent membrane has also been addressed previously within the area-difference-elasticity (ADE) model (see Fig. 7.18A). A minimum of free energy corresponding to a narrow neck was obtained; however, the values of the model constants in the ADE model (Eq. 7.70 had to be taken outside the range estimated by experiments (see, e.g., the discussion in Miao et al., 1994; Seifert, 1997).

At first glance the stabilizing effect of the saddle-preferring anisotropic membrane constituents or nanodomains (Fig. 10.3) may completely prevent fission of the daughter vesicle, so the question arises as to what might be the possible mechanism of vesicle fission if the highly curved neck geometry is strongly stabilized by accumulation of saddle-preferring membrane constituents possessing average orientational ordering. As suggested recently, beside biologically active mechanisms, the creation of localized topologically defects in average orientational order in the membrane neck might play an important role in membrane fission processes (Jesenek et al., 2012, 2013). Namely, topological defects of the average orientational ordering of the membrane components in the region of a very thin neck (Fig. 10.5) may induce strong fluctuations of the membrane neck. Consequently, interactions among neighbouring membrane constituents in the neck are weakened. The resulting softer structure could enable
Figure 10.5 Change in the number and position of topological defects or anti-defects in the average in-plane membrane ordering during formation of the membrane neck. For large enough values of the curvature deviator $D = |C_1 - C_2|/2$ (i.e., strongly negative $C_1 C_2 < 0$) (see Eqs. 5.34 and 5.35) in the neck, defect–antidefect pairs are created as shown in Figure C, where two antidefects are formed at the neck. Republished with permission of DOVE Medical Press, from biological membrane driven by curvature, induced frustrations in membrane orientational ordering, Jesenek, D., Perutková, Š, Gozdzd, W., Kralj-Iglič, V., Iglič, A. and Kralj, S., Int. J. Nanomed., 8, copyright 2013; permission conveyed through Copyright Clearance Center, Inc.

molecular reorganization in the neck, and the consequent breaking of the neck, that is, fission (Jesenek et al., 2012, 2013).

If separation of the budding vesicle from the mother membrane is prevented, the neck can grow into a nanotube, pushing the vesicle at its tip. Such a situation can frequently be seen with a scanning electron microscope (Fig. 10.6). The growth of the nanotube by elongation of the neck can be supported by actin filaments or can be independent of the cytoskeleton. However, it is also possible that the vesicles at the tip of the nanotube are attached to the membrane surface of the neighbouring cell and afterwards detached (torn apart) from the nanotube so that finally one end of the nanotube becomes free as shown in Fig. 10.6. The possibility that the tip vesicles are attached to the substrate cannot be excluded either.
Figure 10.6 Scanning electron micrograph of membrane nanotubes of RT4 urothelial cancer cells. Some of the nanotubes have spherical vesicles at their free tips, as indicated by the arrows. Bar = 10 μm. Figure adapted from Schara et al. (2009).

The spherical vesicle at the tip of the nanotube is assumed to be stabilized by isotropic nanodomains characterized by positive $C_{1m} = C_{2m} > 0$, while the nanotube is assumed to be formed from anisotropic cylindrical curvature-preferring membrane constituents or nanodomains ($C_{1m} > 0, C_{2m} = 0$) (Fig. 8.2) connecting the vesicle and the parent cell membrane (Schara et al., 2009).

In accordance with the assumption that the composition of the membrane of the nanotubes is different from the composition of the membrane of the vesicles at the tip of the nanotube (see Schara et al., 2009, and Fig. 10.7), the brightness (originating from the ganglioside GM1-bound fluorescent label cholera toxin B-FITC) of the vesicles at the tips of the nanotubes that are not attached to neighbouring cells is more intense than the brightness of non-exvaginated regions of the cell membrane. This result supports the hypothesis that the vesicles at the tips of the nanotubes (having one free end) tend to accumulate ganglioside GM1 (Fig. 10.7), one of the characteristic components of lipid rafts, that is, membrane domains that accumulate several types of membrane proteins, such as growth factor receptors and enzymes (Brown and London, 1998a; Simons and Ikonen, 1997). The appearance of lipid rafts in vesicular
Figure 10.7 Vesicles at the tips of nanotubes seem to have a high concentration of the ganglioside GM1, labelled with cholera toxin B-FITC (seen as brighter labelling; arrows show examples) in the urothelial cell line T24. Bar = 2 μm. Figure adapted from Schara et al. (2009).
protrusions at the tips of the nanotubes might be crucial for the attachment of the nanotube to the target cell, because N-cadherins were found among the proteins comprising the lipid raft domains (Causeret et al., 2005). These cadherins are responsible for making intercellular connections between mesenchymal cells and are also found in urothelial T24 cells (Laidler et al., 2000) where nanotubes are frequently seen (Veranič et al., 2008). Differences in membrane composition between the tip vesicles and the nanotubes have also

**Figure 10.8** Calculated cell shapes having a two component membrane composed of isotropic and anisotropic flexible nanodomains. The values of the intrinsic mean curvature of isotropic membrane component \( H_{m,iso} \) are 2.0, 2.4, 2.8, 3.6, 4.0, 4.4, 5.0 and 6.8. The anisotropic membrane component having \( D_{m,aniso} = H_{m,aniso} = 8 \) prefers a cylindrical membrane curvature (see also Fig. 8.2). The relative volume \( v = 0.8 \). The colour of the surface represents the fraction of the area covered by isotropic nanodomains. The fully blue colour corresponds to a membrane composed of isotropic nanodomains only. The shift towards green and red colours indicates increased lateral density of the anisotropic nanodomains. Figure adapted from Bobrowska et al. (2013).
Figure 10.9 Vesiculation of human erythrocytes at high pH with exogenously added dibucaine. The vesicles around the parent cell move synchronously with the parent cell, indicating that they are connected to the parent cell by thin membrane nanotubes. Reprinted from Kralj-Iglič, V., Gomišček, G., Majhenc, J., Arrigler, V., and Svetina, S. (2001a). Myelin-like protrusions of giant phospholipid vesicles prepared by electroformation. Colloids Surf. A, 181, pp. 315–318, Copyright 2001, with permission from Elsevier.

been suggested by other authors (Huttner and Schmidt, 2002). Accordingly Fig. 10.8 shows that cylindrical curvature-preferring membrane constituents or nanodomains favour elongation of the neck in a thin tube and a long tube, similarly as observed in Fig. 10.7. The daughter vesicles observed to be connected to the parent red blood cells by thin membrane nanotubes (Fig. 10.9) indicate that membrane nanotubular protrusions with vesicles at their tips can be indeed stabilized by the membrane itself, that is, without cytoskeleton structures which are completely absent in red blood cells.
Chapter 11

Fusion of Vesicles with a Target Plasma Membrane

Membrane fusion (Fig. 11.1) is an essential event in many biological processes of eukaryotic cells (Jahn et al., 2003), such as for instance, in the vesicular release of hormones. Membrane fusion is thought to begin with the formation of a hemifusion stalk, an intermediate structure connecting the outer leaflets of fusing membranes (for a review see Chernomorčik and Kozlov, 2008). The hemifusion stalk then develops into a fusion neck (pore), the membrane bilayer channel connecting a spherical vesicle and a plasma membrane, through which cargo molecules may diffuse from the vesicle lumen into the cell exterior (Jorgačevski et al., 2010). After formation, the fusion neck either closes and allows the vesicle to be reused in another round of (transient) exocytosis (Ceccarelli et al., 1973), or it fully opens, leading to full fusion exocytosis, that is, complete merging of the vesicle membrane with the target plasma membrane (see Heuser and Reese, 1973, and Fig. 11.1). The mechanisms by which the initial fusion neck between the vesicle and the plasma attains stability are still poorly understood (Jorgačevski et al., 2010). Formation of the fusion neck at first glance may be considered to be energetically
unfavourable by the argument that the repulsive electrostatic forces between two closely opposed phospholipid bilayers need to be overcome in order to reach metastable transition states leading to fusion neck formation (Kozlov and Markin, 1983). However, in cellular systems the repulsive electrostatic force between like-charged membrane surfaces can be reduced or even changed into an attractive force, for example, by protein-mediated interactions between like-charged membrane surfaces, where the proteins (or some other biological nanoparticles, such as lipoproteins) should have a distinctive internal charge distribution (see Chapter 14 and Kim et al., 2008; May et al., 2008; Urbanija et al., 2007, 2008a,b). Another example of possible mediators that may reduce the energy barrier between the vesicles and the target plasma membrane in regulated exocytosis is soluble N-ethylmaleimide-sensitive factor attachment protein (SNARE) receptor (Duman and Forte, 2003; Jahn and Scheller, 2006; Martens et al., 2007).

It was suggested that without stabilizing factors the fusion necks would spontaneously close or widen swiftly and irreversibly after their formation (Jackson and Chapman, 2008) (see also Fig. 11.1). On the other hand, in the absence of stimulation, repetitive transient fusion events of the same vesicle were also observed, indicating the possibility of formation of a stable thin membrane neck connecting the vesicle and the plasma membrane (Jorgačevski et al., 2010; Stenovec et al., 2004; Vardjan et al., 2007). In addition to some proteins, negatively charged lipid molecules have also been shown to strongly affect the probability of exocytosis (Churchward et al., 2008). To understand how lipid molecules may affect fusion neck dynamics, we need to have an appropriate theoretical model which in the first place could describe the stability of the initially formed fusion neck (Fig. 11.1), and then predict how interacting molecules (proteins and/or lipids) mediate changes in neck stability (Jorgačevski et al., 2010).

Such a model should take into account the high curvature in the region of the fusion neck, as well as the specific shape of interacting molecules, which in general may be anisotropic (see Figs. 7.1, 8.6 and Kralj-Iglič et al., 1999; Mareš et al., 2008). In Chapter 10, a theory was presented which may explain the stability of narrow necks connecting daughter vesicles with the
Figure 11.1 Fusion of a vesicle and a plasma membrane is thought to begin with the formation of a hemifusion stalk (transition A), an intermediate structure connecting the outer leaflets of the fusing membranes (reviewed in Chernomordik and Kozlov, 2008). The hemifusion stalk then develops into a fusion neck (transition B). The fusion neck (pore) exhibits stability (see Fig. 11.2) and can therefore reversibly vary its diameter around an "equilibrium" value (transitions C). In state C the fusion neck (pore) diameter may be too narrow to permit transport of luminal cargo molecules and therefore this state could be considered release incompetent (see Stenovec et al., 2004; Vardjan et al., 2007) vesicles in state C may transform into a state with a wider fusion neck diameter and further into a state of full fusion. The fusion pore can also be disrupted (kiss and run scenario) (reviewed in Masedunskas et al., 2012), or remain stable for a longer time in state C. Figure adapted from Jorgačevski et al. (2010) and Jesenek et al. (2012).

parent membrane (Fig. 10.3) (Bobrowska et al., 2013; Kralj-Iglič et al., 1999; Urbanija et al., 2008a). It was shown that in the thin neck that connects the vesicle with the plasma membrane the difference between the two principal membrane curvatures C1 and C2 (see also Fig. 5.2) is very high, reaching a regime where the anisotropic intrinsic shape of the membrane constituents becomes locally and globally important (Fig. 10.3) because of the average membrane in-plane orientational ordering of anisotropic membrane components (Fournier and Galatola, 1998; Iglič et al., 2007b; Kralj-Iglič et al., 2000, 2006). As shown in Chapter 10, in multicomponent membranes strong lateral redistribution of membrane components takes place in thin membrane necks, representing a degree of freedom of the system which contributes with decrease in the membrane free energy (Bobrowska et al., 2013; Hägerstrand et al,
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2006; Iglič et al., 2006, 2007a; Kralj-Iglič et al., 1999; Markin, 1981; Sorre et al., 2009; Staneva et al., 2005; Tian and Baumgart, 2009).

It should be pointed out that considering the average orientational ordering of anisotropic membrane components, which may be single molecules (Fig. 7.1) or small membrane nanodomains (see Fig. 8.1 and Iglič et al., 2007b), does not assume lattice-like packing of these components with fixed orientation and fixed position of membrane constituents, but merely takes into account the possibility with decrease in the membrane free energy due to the average orientation (see Fig. 7.2) and position of laterally mobile rotating anisotropic membrane constituents (lipids, proteins, or nanodomains).

Recently, repetitive fusion neck events in resting lactotrophs were observed experimentally using cell-attached patch-clamp capacitance and fusion neck conductance measurements (Jorgačevski et al., 2010). The results revealed a bell-shaped distribution of the fusion neck conductance. The observed stability of the fusion neck (Jorgačevski et al., 2010) was explained within the theoretical model of multicomponent membrane described in Chapter 10. In this model the membrane is considered as a pair of coupled monolayers composed of different constituent species (molecules or nanodomains) (Jorgačevski et al., 2010). In calculating the energy (Fig. 11.2) however, the two membrane monolayers are considered separately, the outer layer having a larger area than the inner layer. The sign of the principal curvatures of the outer membrane layer is equal to the sign of the curvature of the membrane surface, while the sign of the curvatures of the inner surface is opposite to the sign of the curvature of the membrane surface. As the curvature radii in the neck connecting the vesicle and plasma membrane approach the membrane thickness (Fig. 11.2), the membrane thickness should be taken into account when calculating the principal curvatures of the outer and inner membrane lipid layers (Jorgačevski et al., 2010).

In the model, each of the membrane layers were assumed to contain isotropic constituents (type 1) and anisotropic constituents (type 2) which are free to redistribute laterally over a lattice with equal lattice sites. We can describe this degree of freedom by the local relative area densities of the species in the outer and inner membrane layer. Direct interactions between constituents can
Figure 11.2  Configuration of a vesicle fused a the two-component bilayer membrane and the corresponding free energy as a function of the fusion neck diameter ($\Delta$) calculated for different values of the intrinsic mean curvature of the anisotropic membrane component $H_m = -D_m = -|C_{1m} - C_{2m}|/2 = -1/5.75$ nm$^{-1}$ (A), $-1/6$ nm$^{-1}$ (B), $-1/6.2$ nm$^{-1}$ (C), $-1/6.5$ nm$^{-1}$ (D). A deeper energy minimum corresponds to stronger accumulation of anisotropic membrane components in the region of the fusion neck (see also Fig. 10.3). Jorgačevski, J. M. Fošnarič, N. V., Stenovec, M., Potokar, M., Krefl, M., Kralj-Iglič, V., Iglič, A., and Zorec, R. Fusion Pore Stability of Peptidergic Vesicles. *Mol. Membr. Biol.*, 27, pp. 65–80, copyright © 2010, Informa Healthcare. Reproduced with permission of Informa Healthcare.

be taken into account within the Bragg–Williams approximation (see Section 9.1). The free energy of each membrane layer thus contains the contributions of membrane constituents of both types, their configurational entropy and the contribution of the direct interactions between anisotropic constituents (Jorgačevski et al., 2010). The free energy of the system, considering the effects of the positional and orientational distribution of membrane constituents in both membrane layers, was minimized within the sequence of
calculated closed shapes with an endovesicle simulating narrowing of the neck connecting the vesicle and the cell membrane (Fig. 11.2). The shape corresponding to the configuration with minimal free energy was considered to be the equilibrium shape attained by the model system. The diameters of the neck, corresponding to the minimum of free energy (Fig. 11.2), are in agreement with the respective experimental results (Fig. 11.4) (Jorđačevski et al., 2010). It can be seen in Fig. 11.2 that the energy curves express minima at certain neck diameters only in the cases of sufficiently high anisotropy of type 2 membrane constituents, where the anisotropy is described by the intrinsic curvature deviator $D_m = |C_{1m} - C_{2m}|/2$. This is consistent with the experimental results indicating that fusion necks may exhibit an energetically favourable state (Fig. 11.4) (Jorđačevski et al., 2010). If the anisotropy is small enough no minimum is observed (curve $d$ in Fig. 11.2). Moreover, one can also observe in Fig. 11.2 that the higher is the anisotropy, the smaller is the stable fusion neck diameter. Within the model parameters used, a high enough anisotropy of the membrane constituents is therefore required to describe a stable narrow fusion neck (Jorđačevski et al., 2010). It should be stressed that the average orientation (see Fig. 7.2) of the anisotropic membrane constituents is not equal in the two membrane layers of the fusion neck, the difference being about 90 degrees for sufficiently large curvature of the neck (Jorđačevski et al., 2010). Isotropic (axisymmetric) inverted conical constituents (with $C_{1m} = C_{2m} < 0$ as defined in Figs. 7.1 and 8.2) only weakly accumulate in the inner and outer membrane layer in the vicinity of the saddle-like fusion neck (not shown), while anisotropic membrane constituents (with $C_{2m} < 0$ at $C_{1m} \approx 0$) (Fig. 7.1) strongly accumulate in both membrane layers of the fusion neck (Jorđačevski et al., 2010).

This phenomenon may be explained as follows. While the effect of isotropic inverted conical constituents in the two membrane layers partly cancel each other due to the opposing signs of the principal curvature in the two membrane layers, the effect of the average orientational ordering of the anisotropic constituents in the two membrane layers is summed, since the average orientation of the anisotropic membrane constituents is different in the two membrane layers in the region of the fusion neck (Fig. 11.3 and

Fournier and Galatola, 1998; Kralj-Iglič et al., 2000). This is one of the main reasons for the strong difference in the effects of anisotropic and isotropic membrane constituents on fusion neck stability (Jorgačevski et al., 2010).

Most importantly, in the case when the accumulation of isotropic inverted conical membrane constituents may stabilize the fusion neck, the equilibrium necks (corresponding to minima of the free energy) are much wider (i.e., more than 50 nm wide) than the necks stabilized by accumulation of anisotropic membrane components and do not correspond to the experimentally determined values given in Fig. 11.4.

In the calculations presented in Fig. 11.2, values of the intrinsic principal curvature of anisotropic membrane constituents $C_{2m}$ around $-1/3$ nm$^{-1}$ at $C_{1m} \approx 0$ (i.e., $H_m \simeq -D_m \simeq -1/6$ nm$^{-1}$) were considered (see also Figs. 7.1 and Fig. 7.5), since they are very close to the measured values of the negative intrinsic (spontaneous) curvatures of lipids necessary to trigger membrane fusion (Churchward et al., 2008). It can therefore, be concluded that, the same components with negative intrinsic (spontaneous) curvatures which are essential for membrane fusion can also stabilize the narrow fusion neck after its formation. The diameter of the fusion neck remains stable, as observed in experiments
Figure 11.4 Experimentally determined relationship between vesicle diameter and fusion neck diameters. The fusion neck diameter was estimated from the fusion neck conductance. The vesicle diameter was estimated from the vesicle capacitance, by assuming a spherical shape of the vesicles (adapted from Jorgačevski et al., 2010), since the membrane shape is trapped within an energy minimum (Fig. 11.2).

Although exocytotic fusion necks were hitherto believed to be energetically unfavourable in the absence of specific stabilizing factors (Israelachvili, 1997), repetitive fusion neck events in resting lactotrophs (Stenovec et al., 2004; Vardjan et al., 2007) indicate (in agreement with the theoretical predictions given in Fig. 11.2) that an open neck may be energetically favourable and likely trapped in an energy minimum (Jorgačevski et al., 2010). Therefore, we next discuss the nature of a stable fusion neck, a highly complex curved structure in which anisotropic membrane constituents may play a stabilizing role.

In the theoretical model used to calculate the energies given in Fig. 11.2, it is assumed that the inner membrane layer of the vesicle and the neck of the vesicle (i.e., the fusion neck) both contain sugar residues (Jorgačevski et al., 2010). For this reason the inner part of the membrane is considered to be thicker than the outer part of the membrane. Both layers of sugar residues in the region of the fusion
neck together exceed 2 nm in thickness and therefore are not subject to short-range attractive van der Waals and short-range attractive or oscillatory hydration forces between the opposing membranes in the fusion neck at low separation distances, as pointed out by Israelachvili and Wennerström (Israelachvili and Wennerström, 1996).

In conclusion, in this chapter we show that the orientational and lateral redistribution of anisotropic membrane constituents may explain transient energetically stable narrow fusion neck events, recorded in resting lactotrophs using the cell-attached patch-clamp capacitance technique (Jorgačevski et al., 2010). A theoretical description is provided by a simple but relevant model composed of a parent cell with a small endovesicle connected by a fusion neck (Bobrowska et al., 2013; Jorgačevski et al., 2010). This model requires the minimum of free energy of sufficient depth to suppress excessive fluctuations (Bobrowska et al., 2013; Jesenek et al., 2012) of the thickness of the neck connecting the endovesicle with the membrane in order for the proposed mechanism to describe the essential features of the system.

Once the vesicle is fused with the membrane, a very thin initial fusion neck, that is, the neck connecting the vesicle and the target cell, is formed. It was shown recently that in initiation of vesicle fusion (i.e., neck formation), specific lipids with high negative intrinsic (spontaneous) curvatures play a very important role (Churchward et al., 2008). These and others specific lipids also possess high intrinsic anisotropy (see Figs. 7.1 and 7.5) and can therefore stabilize the narrow diameter of the opened fusion neck, as predicted in Fig. 11.2. Comparison of the experimental results for fusion necks (Fig. 11.4) with theoretical predictions (Fig. 11.2) enabled us to estimate that for anisotropic membrane components an intrinsic curvature deviator of anisotropic membrane components $D_m \simeq 0.2 \text{nm}^{-1}$ is needed to stabilize the neck. The corresponding values of the intrinsic principal curvatures $C_{1m} \approx 0$ and $C_{2m} < 0$ are very similar to the values of spontaneous curvatures of some lipid molecules previously determined by other authors (Chen and Rand, 1997; Churchward et al., 2008; Fang et al., 2008; Kooijman et al., 2005; Wang et al., 2007; Zimmerberg and Kozlov, 2006, and references therein), although a role for proteins in the fusion neck
structure cannot be ruled out completely (reviewed in Fang et al., 2008; Jackson and Chapman, 2008). As already mentioned in the above theoretical analysis of the stability of a fusion neck (Fig. 11.2), the anisotropic membrane constituents could be single molecules (lipid or protein) or small membrane nanodomains composed of lipids or lipids and proteins. It should be stressed that besides the stable anisotropic geometry of the fusion neck, the stability of other strongly anisotropic lipid structures may be better understood by taking into account the anisotropic shape of lipid molecules, such as inverted hexagonal lipid phases (see Mareš et al., 2008; Rappolt et al., 2008, and Section 7.4) or thin tubular protrusions (Bobrowska et al., 2013) of giant lipid vesicles (Section 7.7).

The predicted local minimum of free energy for the narrow fusion necks (Fig. 11.2) suggests a neck diameter with a value corresponding to the local minimum of free energy. This cannot be predicted if the membrane constituents are described as isotropic, as no set of model parameters in the relevant range was found that would give a free energy minimum of appropriate depth and appropriate fusion neck diameter consistent with experiments. Considering isotropic inclusions with certain limitations leads to renormalization of the free energy within the accepted theory of isotropic membrane elasticity (area difference elasticity model), which considers the membrane as a thin layered isotropic elastic continuum (Seifert, 1997, and references therein). The stability of the narrow neck in phospholipid vesicles has previously been addressed by the area difference elasticity model (Miao et al., 1994; Seifert, 1997). A minimum of free energy corresponding to the narrow neck was obtained, but values of the model constants had to be assumed which are outside the range estimated by experiments (see discussions in Bobrowska et al., 2013; Iglič et al., 2007b; Kralj-Iglič et al., 2005).

Indeed, the phospholipid tails are subject to van der Waals interactions, which affect their packing in the layer. As this additionally lowers the local membrane free energy (Kralj-Iglič et al., 2006), formation of transient complexes of membrane constituents such as fusion necks is favoured. The curvature-dependent average orientation of anisotropic lipids or small anisotropic lipid complexes (nanodomains) is important for their energy (Fig. 7.2). However,
taking into account the average orientational ordering of anisotropic lipid molecules does not assume their lattice-like packing with fixed molecular orientation at fixed position, but just the possibility with decrease in membrane free energy due to the average orientation and position of rotating and laterally mobile anisotropic lipid molecules.

To conclude, experimental results, along with the theoretical model (Jorgačevski et al., 2010), provide an interpretation for repetitive, transient fusion neck events with energetically stable narrow neck diameters. This represents an intermediate state in the sequence of reactions between the vesicle and the plasma membrane that take place after establishment of a hemifusion stalk and formation of a fusion neck (Fig. 11.4). The nature of the anisotropic constituents is not restricted to lipids, but may also include proteins. As the fusion neck stabilization mechanism is nonspecific and as there is no a priori reason for the membrane constituents to be in general isotropic (Bobrowska et al., 2013), it could be expected to take place in any cell type. Regulation of vesicle cargo discharge may therefore be attained by affecting the relationship between the vesicle size and the stable fusion neck diameter.
Chapter 12

Exogenous Membrane-Attached Nanoparticles

In this chapter, we discuss the influence of the intrinsic shape of membrane-attached nanoparticles on the elastic properties of bilayer membranes. The intrinsic shape of membrane-attached proteins is described within two different models. In the first, the membrane-attached proteins are considered as one-dimensional rod-like structures. In the second model the attached proteins are considered as small two-dimensional plates. The role of the hydrophobic protrusion of the attached nanoparticles which is embedded in the outer lipid layer is also discussed.

12.1 Rod-Like Attached Nanoparticles

In this section it is shown that a nonhomogeneous lateral distribution of membrane-attached and flexible rod-like proteins (FRPs) (Fig. 12.1) may stabilize nanotubular membrane protrusions. It is also shown that curvature-induced accumulation of FRPs in the nanotubular membrane protrusion and a corresponding decrease of the membrane free energy is possible if the decrease in deviatoric
free energy of FRPs in the nanotubular protrusions is large enough to overcome the increase in the free energy due to the decrease of configurational entropy in the process of lateral sorting of FRPs. The decrease in isotropic curvature energy of the FRPs in the region of the membrane protrusion is usually not enough for distinct protein sorting and consequent stabilization of the nanotubular protrusions of the biological (lipid bilayer) membranes.

The isotropic bending energy of lipids is not sufficient to stabilize the tubular membrane protrusion and may also not contribute significantly to the sorting of lipids between tubular membrane protrusions and the parent membrane due to the excessive decrease in configurational (mixing) entropy (Iglič et al., 2006; Tian and Baumgart, 2009) (see also Section 9.2). Very thin nanotubular protrusions of one component liposomes can be stabilized due to the average orientational ordering of lipids in nanotubes (Kralj-Iglič, 2002, and Section 7.7), while in more complex bilayer membrane systems the lipid–lipid and lipid–protein direct interactions may result in the formation of small membrane (in general anisotropic) nanodomains (clusters, inclusions) which can stabilize the tubular membrane protrusion and also significantly contribute to lipid sorting (Iglič et al., 2006; Kralj-Iglič et al., 2005; Sorre et al., 2009;
Tian and Baumgart, 2009) (see Chapter 9). The deformation of biological membranes can also be driven by proteins that are attached to the membrane surface (Iglič et al., 2007c; Powel, 2009; Tian and Baumgart, 2009). A number of proteins have been identified that directly bind to and deform biological membranes (Bouma et al., 1999; Farsad and De Camilli, 2003). The binding of proteins to the membrane surface, liposomes or lipoproteins may be driven by electrostatic forces and/or by penetration of the protein’s hydrophobic protrusions into the membrane bilayer (Farsad and De Camilli, 2003; Masuda et al., 2006). The proteins attached to the membrane surface may thus influence the elastic properties of the membrane (Farsad and De Camilli, 2003; Iglič et al., 2007c; Zimmerberg and Kozlov, 2006).

Membrane-attached proteins can be more or less rigid than cellular or lipid bilayer membranes (Nossal, 2001). Some of the membrane-attached proteins may be considered to be flexible elongated curved rod-like proteins. In the limit of strong adhesion (Fig. 12.1), the elastic (curvature) energy of an FRP having similar rigidity as a membrane bilayer can be written in the form (Landau and Lifshitz, 1997):

\[
E_1 = \frac{K_p L_0}{2} (C - C_p)^2, \quad (12.1)
\]

where \(K_p\) is the flexural rigidity (Iglič et al., 2007c), \(C_p\) the intrinsic (spontaneous) curvature and \(L_0\) the length of the protein. The curvature

\[
C = H + D \cos(2\omega), \quad (12.2)
\]

is the local membrane curvature seen by the FRP for a given rotation of the protein described by the angle \(\omega\) between the normal plane in which the protein lies and the plane of the first principal curvature \(C_1 = 1/R_1\) (Fig. 12.1), where \(D = |C_1 - C_2|/2\) and \(H = (C_1 + C_2)/2\) are the curvature deviator and the mean curvature, respectively. If the rigidity of the FRPs is of the same order of magnitude or not much larger than the rigidity of the membrane (see also Duwe et al., 1990; Meleard et al., 1997), the shape of the membrane is the result of interplay between the membrane and the membrane-attached proteins.
In order to take into account rotation of the FRPs (due to thermal motion), the free energy of a single FRP is calculated as:

$$f_i = -kT \ln Q,$$

where different orientational states of the protein on the membrane surface are taken into account in the partition function $Q$:

$$Q = \frac{1}{\omega_0} \int_0^{2\pi} \exp \left( -\frac{E_1(\omega)}{kT} \right) d\omega = \frac{1}{\omega_0} \exp \left[ -\frac{K_p L_0}{2kT} (H - C_p)^2 \right] \cdot \int_0^{2\pi} \exp \left[ \frac{K_p L_0}{2kT} (2D(C_p - H) \cos 2\omega - D^2 \cos^2 2\omega) \right] d\omega,$$

(12.4)

where $\omega_0$ is an arbitrary angle quantum.

For nonzero flexural rigidity ($K_p$), the membrane-attached proteins have different energy on the spherical and on the tubular part of the cell membrane. For proteins which are attached to the spherical part of the cell with a constant mean curvature $H$ and curvature deviator $D = 0$, the free energy of a single FRP is

$$f_{ps} = \frac{K_p L_0}{2} (H - C_p)^2,$$

(12.5)

while for proteins attached to the tubular membrane protrusions where $H = D$, the free energy of a single FRP is (Peruková et al., 2010b)

$$f_{pt} = \frac{K_p L_0}{2} (H - C_p)^2 + \frac{K_p L_0}{4} D^2 - kT \ln \left[ I_0 \left( \frac{K_p L_0 D}{kT} (C_p - H) \right) \right],$$

(12.6)

where $I_0$ is Bessel function.

The highest fraction of the protrusion area covered by FRPs corresponds to the lowest membrane free energy, also including the entropic contribution to the free energy (see Eq. 1.104) (Peruková et al., 2010b). This effect may account for stabilization of the tubular protrusions driven by accumulation of FRPs in the region of membrane tubular protrusions. It was shown (Peruková et al., 2010b) that proteins with $C_p = 1/8 \text{ nm}^{-1}$ (which corresponds to intrinsic curvature of some protein BAR domains (Peter et al., 2004)) have the highest effect on the lowering of the free energy. Moreover, for $C_p = 1/8 \text{ nm}^{-1}$ and $C_p = 1/10 \text{ nm}^{-1}$ and appropriate values of the radius of the tubular membrane protrusion ($r$), the area
fraction occupied by FRPs on the tubular membrane protrusions may approach unity, that is, the proteins may occupy the whole tubular surface of the cell (vesicle) membrane (Perutková et al., 2010b).

It should be stressed at this point that neglecting the deviatoric term (the last term in Eq. 12.6) would considerably reduce the effect of FRPs on the stability of membrane protrusions (Perutková et al., 2010b). This indicates that the decrease of isotropic curvature energy of the FRPs (first term in Eq. 12.6) in the region of membrane protrusions for smaller $C_p$ is not large enough for substantial protein sorting and consequent stabilization of the nanotubular membrane protrusions. In this case, with decrease in the deviatoric free energy of the attached proteins with nonzero spontaneous curvature may overcome the increase in the free energy due to decrease in the configurational entropy as a consequence of lateral sorting of FRPs and thus, stabilize the nanotubular membrane protrusion (Perutková et al., 2010b).

The deviatoric term in Eq. 12.6 originates from the expression for the elastic energy of the attached FRP given by Eqs. 12.1 and 12.2, taking into account that deformation of the protein attached to the anisotropic membrane surface (having $C_1 \neq C_2$) depends on its orientation angle $\omega$ (see Fig. 12.1). Neglecting the orientation-dependent elastic (free) energy of the single-attached FRP would omit the influence of temperature dependent rotational movement of the attached proteins from the given theoretical description. Moreover, even in the limit of infinite temperature, neglecting Eq. 12.2 and replacing the curvature $C$ in Eq. 12.1 by the mean curvature $H = (C_1 + C_2)/2$ would lead to an incorrect expression for the elastic (free) energy of a single-attached FRP (see Eq. 12.6). Similarly, in the zero temperature limit such a simplified expression for the elastic (free) energy of a single attached FRP would not be correct for an arbitrary value of $C_p$.

A possible experimental example of the system described in the present work may be the membrane tethers of a giant unilamellar lipid vesicle (GUV) induced by an attached spherical bead which is moved apart from the membrane by optical tweezers. Accumulation of FRPs in the region of the GUV tubular protrusion (tether) could
stabilize the tether so it may also be stable without or with only a very small external pulling force.

In cellular systems there are many examples of proteins whose attachment to the membrane surface has important physiological consequences, for instance FtsZ proteins in bacteria, which are short protofilaments constructing the Z ring incorporated in the inner layer of the cell membrane (Osawa et al., 2008). Such proteins were proposed to have an important role in the initiation of the contractile ring in cells (Shlomovitz and Gov, 2008). Other examples of membrane-attached proteins are apolipoprotein B-100 and β₂-glycoprotein I (β₂-GPI) (Gamsjaeger et al., 2005). β₂-GPI (also known as apolipoprotein H) and apolipoprotein B-100 have elongated shapes composed of distinct domains that are connected by links which allow them to change their orientation (Di Scipio, 1992; Hammel et al., 2002; Johs et al., 2006; Moore et al., 1989). The electrostatic character of the β₂-GPI attachment to the negatively charged membrane surface is attributed to the large positively charged regions of the molecule (Balasubramanian and Scroit, 1998; Bouma et al., 1999; Hamdan et al., 2007). Accordingly, it was shown that β₂-GPI strongly binds to the negatively charged outer membrane surface of apoptotic cells (Balasubramanian and Scroit, 1998). Atomic force microscopy has shown that the average height of β₂-GPI bound to supported lipid bilayers is approximately equal to the diameter of the elongated molecule. This means that bound β₂-GPI has a horizontal-like orientation on the bilayer surface (Gamsjaeger et al., 2005; Hamdan et al., 2007), as shown schematically in Fig. 12.1.

Recently, the effect of the attachment of β₂-GPI to the negatively charged membrane surface was tested experimentally in a suspension of negatively charged 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC)-cardiolipin-cholesterol GUVs (Fig. 12.2) prepared by a modified electroformation method (Angelova et al., 1992). It was previously indicated (Mathivet et al., 1996), but not observed, that GUVs prepared by the electroformation method are often connected by thin tubular membraneous structures. Later, it was also shown that GUV nanotubular protrusions are usually invisible under the optical microscope; however they could become visible if their diameter was sufficiently increased during
the shape transformation of GUVs (Kralj-Iglič, 2002). Figure 12.2 shows how after addition of $\beta_2$-GPI to the suspension of GUVs (previously invisible) nanotubular connections between GUVs became visible. The effect is stronger if serum IgG (from a patient with antiphospholipid syndrome) containing antibodies against $\beta_2$-GPI (anti-$\beta_2$-GPI antibodies) are added along with $\beta_2$-GPI to the suspension of GUVs (Willems et al., 1996). These anti-$\beta_2$-GPI-IgG antibodies primarily target membrane-attached $\beta_2$-GPI, enhance $\beta_2$-GPI binding to negatively charged membranes and connect/dimerize two membrane attached $\beta_2$-GPI molecules. In accordance with theoretical predictions (Perutková et al., 2010b), it was suggested that $\beta_2$-GPI molecules accumulate on the nanotubular connections and make them visible because of the increased
nanotube diameter. The enhancing effect seen after addition of IgG antibodies may be explained by the increased protein length \( (L_0) \) attained through dimerization of membrane-attached \( \beta_2 \)-GPI by anti-\( \beta_2 \)-GPI IgG antibody (see also Eq. 12.6 for the role of \( L_0 \) in the single FRP free energy).

Membrane tubular protrusions can be stable after their detachment from the mother (spherical) cell (Kralj-Iglič et al., 2005) or can change to the necklace-like shape which corresponds to the maximal average mean curvature \( \langle H \rangle = \frac{1}{A} \int H \, dA \) (see Section 9.4) of the detached vesicle at a given area of the membrane surface \( A \) and a given volume enclosed by the vesicle membrane \( V \), as shown in Fig. 9.9. The initial tubular shape of the detached tubular membrane protrusion corresponds to the maximal possible average curvature deviator \( \langle D \rangle = \frac{1}{A} \int D \, dA \) (see Section 9.4) and the minimal possible \( \langle H \rangle \) at given \( A \) and \( V \), as also shown in Fig. 9.9.

In the above example of protein attachment to the membrane surface the domains of the proteins are assumed to be rigid, while the flexibility of the protein is a consequence of the flexible links connecting the protein domains (units). In the limit of strong adhesion of the rigid attached proteins, the rigid domains may induce different local microscopic perturbations of the membrane shape around each of the attached rigid protein domains such as the flexible rod-like protein shown schematically in Fig. 12.1 which might increase the local bending energy around the attached protein. In addition, the nonlocal bending energy of the membrane bilayer (Evans and Skalak, 1980; Helfrich, 1974), which increases quadratically with the total number of membrane-attached FRPs, would also be increased (see also Eq. 8.18) (Iglič et al., 2007c). Consequently, the attached protein having rigid domains may induce stronger membrane rigidification than the flexible FRPs shown in Fig. 12.1.

In the case of binding (adhesion) of a positively charged FRP to a negatively charged membrane surface (Fig. 12.1), the nature of the attractive force is in large part electrostatic. To this end positively charged groups of the attached protein may induce lipid demixing (Gamsjaeger et al., 2005), that is, accumulation of negatively charged lipids (like phosphatididylserine) below the attached protein, which
may in some cases facilitate protein clustering in order to reduce the line tension around the lipid domains of negatively charged proteins.

In the limit of high protein flexural rigidity $K_p$ and strong adhesion, the membrane or part of the membrane should adapt its curvature to the spontaneous curvature of the attached proteins ($C_p > 0$). Consequently, the membrane principal curvatures $C_1$ and $C_1$ are constant in these membrane regions. The membrane surfaces with constant $C_1$ and $C_1$ can be membrane shapes composed of spheres of equal radii connected by infinitesimal necks (i.e., a string of pearls) or tubular shapes. The tubular shapes correspond to the minimal possible bending energy of the membrane within the given class of undulating shapes (Iglić et al., 1999). The nonzero principal curvature of a tubular membrane surface ($C_1 = 1/R_1$) with an attached FRP with spontaneous curvature $C_p^0$ is in general:

$$C_1 = C_p / \cos^2 \omega,$$

(12.7)

where $\omega$ describes the rotation of the protein in the principal system of the membrane curvature tensor (see Fig. 12.1). The value $\omega = 0$ corresponds to the minimal possible value of $C_1$ (Fig. 12.3).

In the limit of small membrane curvatures and constant area density of the FRPs ($n$) we can express the contribution of attached
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Figure 12.3 Schematic figure of the cross-section of a bilayer membrane tubular protrusion with attached FRPs having $C_p > 0$. The rotation angle $\omega = 0$. 

FRPs to the total area density of the membrane local bending energy in terms of the renormalized constants $k_c$, $k_G$ and $\tilde{C}_0$ (see Eq. 7.68) (Iglić et al., 2007c) as:

$$\Delta k_c = \frac{3}{8} K_p L_0 n,$$  \hspace{1cm} (12.8)

$$\Delta k_G = -\frac{1}{4} K_p L_0 n,$$  \hspace{1cm} (12.9)

$$\Delta \tilde{C}_0 = \frac{n K_p L_0 C_p}{2 k_c}.$$  \hspace{1cm} (12.10)

It can be seen in Eqs. 12.8 and 12.10 that within the adopted approximations the local bending constant of the membrane ($k_c$) increases with increasing area density of the attached rod-like proteins.

### 12.2 Plate-Like Attached Nanoparticles

Plate-like membrane attached proteins (nanoparticles) can be treated as small two-dimensional thin semi-flexible plates with area $a_0$ (Iglić et al., 2007c). Here, it is assumed that the protein is in general anisotropic, therefore its intrinsic shape could be described by the two intrinsic principal curvatures $C_{1m}$ and $C_{2m}$ (Fig. 8.2) and by the orientation of the protein in the principal systems of the actual local membrane curvature tensor so that its energy can be expressed by Eq. 8.4. After rotational averaging of the free energy of the single plate-like membrane-attached protein, we can write the contributions of the membrane-attached proteins to the area density of membrane elastic energy $w_p = f_p n$ in the form (up to the constant terms):

$$w_p = (2 K_1 + K_2)(H - H_m)^2 n a_0$$

$$+ K_2 (D^2 + D_m^2) n a_0 - kT n \ln \left( \frac{2 K_2 D_m a_0}{kT} \right),$$  \hspace{1cm} (12.11)

where we assumed that that lateral distribution of membrane-attached proteins is homogeneous, that is, the area density of the proteins $(n)$ is constant. For $C_{1m} > 0$ and $C_{2m} = 0$, the attached
protein-induced membrane tubulation, while for $C_{1m} > 0$ and $C_{2m} < 0$, a "saddle-like" membrane is the most favourable shape (Iglič et al., 2007c).

For small $x = 2K_2D_Dma_0/kT$, the logarithm of the modified Bessel function in the last term in Eq. 12.12 can be approximated as $\ln I_0(x) \sim x^2/4$. The contribution of attached proteins to the total area density of membrane elastic energy can then be expressed in terms of the renormalized local bending constant $k_c$, the renormalized Gaussian saddle-splay constant $k_G$ and the renormalized spontaneous curvature $\tilde{C}_0$ (see Eq. 7.68) as follows:

$$\Delta k_c = n(K_1 + K_2)a_0 - nD_m^2K_2^2a_0^2/2kT,$$  \hspace{1cm} (12.12)

$$\Delta k_G = n(D_m^2K_2^2a_0^2/kT - K_2a_0),$$  \hspace{1cm} (12.13)

$$\Delta \tilde{C}_0 = H_m n(2K_1 + K_2)a_0/k_c,$$  \hspace{1cm} (12.14)

where the relation $D^2 = H^2 - C_1C_2$ was taken into account.

Comparison of Eqs. 12.8 and 12.12 leads us to the conclusion that attachment of one-dimensional rod-like proteins to biological membranes always increases the local bending constant $k_c$, while the attachment of two-dimensional anisotropic (i.e., with $C_{1m} \neq C_{2m}$) proteins may reduce $k_c$. Also, the effect of protein attachment on the value of the Gaussian saddle-splay constant $k_G$ could be of opposite sign in the two cases (compare Eqs. 12.9 and 12.13).

In the analysis of protein attachment to the membrane surface presented here, we did not take into account the role of the hydrophobic protrusion of the attached proteins (Bouma et al., 1999; Iglič et al., 2007c; Masuda et al., 2006) which is embedded in the outer membrane layer (Fig. 12.4). This may additionally increase the affinity of the attached proteins for highly curved membrane surfaces (Masuda et al., 2006) such as nanotubular membrane protrusions (Iglič et al., 2007c). The hydrophobic protrusion of the attached protein may also influence the elastic properties of the membrane. Typical examples of membrane-attached protein with hydrophobic protrusion(s) are banana shaped BAR domain proteins (Masuda et al., 2006) or the membrane-attached part of $\beta_2$-GPI proteins (Bouma et al., 1999).

A simple microscopic interaction model of a protein inclusion anchored in the outer lipid layer is described in Section 8.2.2
Figure 12.4 Schematic figure of a positively charged protein attached to the outer surface of a negatively charged bilayer membrane. The hydrophobic protrusion of the attached protein embedded in the outer lipid layer is also shown. The isotropic shape of the hydrophobic protrusion is characterized by a constant "cone angle" \( \theta(\phi) = \tilde{\theta} \) and the radius \( R \) at the lipid head group level. The equilibrium thickness of the monolayer is \( h_0 \).

(Fosnarić et al., 2005; Kralj-Iglič et al., 1999). The energy of the disturbed lipids surrounding the inclusion (Fig. 12.4) was estimated, where it was assumed that the protein protrusion is anchored within the lipid layer through hydrophobic interactions. In the model, the hydrocarbon core of the host lipid layer was allowed to adjust to the shape of the protein insertion (see also Fig. 12.4). The corresponding elastic lipid perturbation energy depends on the curvature of the membrane. The energy of the disturbed lipids around the isotropic protein insertion in the outer lipid layer can be approximately written in the form (see Eq. 8.22 and Fosnarić et al., 2005; Kralj-Iglič et al., 1999):

\[
W_p = \mu_p + \frac{\xi}{2} (H - \tilde{H}_m)^2 + \frac{\xi}{4} D^2 .
\]  

(12.15)

leading to the conclusion that Eq. 12.12 should be upgraded by an additional term (i.e., Eq. 12.15) in order to take into account the energy of the disturbed lipids due to protein insertion in the outer lipid layer.

In the most simple example, the shape of the isotropic hydrophobic protein insertion can be described by the "cone-angle" \( \tilde{\theta} \) and the radius \( R \) of the core of the hydrophobic protrusion at the level of the lipid head group (Fig. 12.4). The protein insertion is "cone-like" for \( \tilde{\theta} > 0 \), cylindrical for \( \tilde{\theta} = 0 \) and "inverted cone-like" for \( \tilde{\theta} < 0 \). The interaction constant \( \xi \) and intrinsic curvature \( \tilde{H}_m \) can be expressed
as (Fosnarić et al., 2005; Iglić et al., 2007c):

$$\tilde{H}_m \approx \frac{\tilde{\theta}}{R} \left( \frac{R + \lambda_d}{R + 2 \lambda_d} \right),$$  \hspace{1cm} (12.16)

$$\xi \approx \pi k_c R^2 \left( \frac{R}{\lambda_d} + 2 \right),$$  \hspace{1cm} (12.17)

where $\lambda_d \sim 1$ nm is the monolayer perturbation decay length. The contribution of the hydrophobic insertion of the attached proteins to the total area density of membrane elastic energy can be expressed in terms of renormalized local bending constants $k_c$ and $k_G$ and a renormalized spontaneous curvature $C_0$:

$$\Delta k_c = 3n\xi/8, \ \Delta k_G = -n\xi/4, \ \Delta C_0 = \tilde{H}_m n\xi/2k_c.$$  \hspace{1cm} (12.18)

As can be seen from Eqs. 12.12, 12.14 and 12.18, the relative contribution of the intrinsic shape of the attached protein to the membrane elastic energy versus the corresponding contribution of its hydrophobic protrusion may vary substantially, depending on the values of the bending constants of the protein ($K_1$ and $K_2$), the intrinsic (spontaneous) curvatures of the protein ($C_{1m}$ and $C_{2m}$), the shape of the hydrophobic protrusion (described by angle $\tilde{\theta}$ and radius $R$) and the protein area $a_0$. 
Chapter 13

Electric Double Layer Theory

13.1 Charged Biological Systems

Biopolymers, biological membranes, and other cellular components are electrically charged. Electrostatic interactions in biological systems are therefore of fundamental importance in understanding the interactions between charged molecules and membrane surfaces. Examples of electrically charged systems from biology include self-assembling dispersions such as spherical (inverse) micelles (Fig. 6.1), phospholipid vesicles (Fig. 6.6), and microemulsions (Israelachvili, 1997; Safran, 1994). Such objects are formed by aggregation of amphiphilic molecules in such a way that the hydrophilic parts of the molecules are in contact with electrolyte solutions. Microemulsions are formed in mixtures of amphiphiles, water, and oil, where domains of water (in oil) or oil (in water) are separated by surfactant monolayers.

In a biological medium (electrolyte solution), free (hydrated) ions are always present. The charges of ions and molecules are multiples of the elementary charge. Multivalent ions are commonly treated as point charges. However, real ions and particularly organic nanoparticles (such as, e.g., different proteins) often possess an internal electric charge distribution (Alvarez et al., 1983), with the
individual charges being located at distinct, well-separated positions (Gongadze et al., 2013; May et al., 2008; Urbanija et al., 2008a,b).

The magnitude of the cell membrane charge, its spatial distribution and the spatial distribution of ions in the solution in close proximity to the inner and outer membrane surfaces determine the profile of electric potential across the biological membrane (see Heinrich et al., 1982; McLaughlin, 1989). The electrically charged molecular groups on both membrane surfaces protrude into the solution phase and therefore, the inner and outer membrane surface potentials are smaller in comparison to the situation where the charge would be distributed in the planes of both membrane surfaces (Heinrich et al., 1982; Iglić et al., 1997). Nevertheless, for the sake of simplicity the volume electric charge distribution of membrane surfaces is usually described by an effective surface charge characterized by the surface charge density $\sigma$.

The electric double layer (EDL) (McLaughlin, 1989) is composed of a charged surface and an electrolyte solution in contact with the charged surface. The distribution of the ions in the electrolyte solution close to the charged surface is given by competition between the electrostatic interactions and the entropy of the ions in the solution. Due to the electrostatic forces between the charged surface and the ions in solution, the counterions (ions with a charge of opposite sign to the charged surface) are accumulated close to the surface and the coions (ions with a charge of the same sign as the surface) are depleted from the surface, so that an EDL is created (Fig. 13.1). A diffuse EDL influences the overall electrostatic interaction of the charged surface with its environment, as well as the internal properties of the membrane carrying the surface charge.

The ELD has been the subject of extensive study since the pioneering work of Helmholtz, Gouy, and Chapman. Helmholtz (1879) treated the double layer mathematically as a capacitor, based on a physical model in which a layer of ions of opposite charge (counterions) with a single shell of hydration around each ion (the so-called Helmholtz layer) is adsorbed at the oppositely charged surface and neutralizes its charge. Later Gouy (1910) and Chapman (1913) also considered the thermal motion of ions and pictured a diffuse double layer composed of counterions attracted
to the surface and ions of the same charge (coions) repelled by it, embedded in a dielectric continuum of constant permittivity. Such a distribution of ions and the corresponding space dependence of the electric potential in the EDL can in the first approximation be theoretically described by Boltzmann distribution functions and the Poisson–Boltzmann (PB) equation (Bazant et al., 2009; Bivas and Ermakov, 2007; Chapman, 1913; Gongadze et al., 2013; Gouy, 1910; Kralj-Iglić et al., 1996; Lamperski and Outhwaite, 2002; Mančiu and Ruckenstei, 2002; McLaughlin, 1989; Safran, 1994; Stern, 1924), expressing competition between the electrostatic interactions and the configurational entropy of ions in the solution. Ions within the mean-field Gouy–Chapman theory (Israelachvili, 1997; McLaughlin, 1989; Safran, 1994) are treated as dimensionless, while the electrolyte solution is accounted for by a uniform dielectric constant. The charged surfaces are considered to be uniformly charged (Heinrich et al., 1982; McLaughlin, 1989).

An improvement of the mean-field Gouy–Chapman theory can be obtained by including the direct ion–ion interactions and the
finite size of ions. The fluctuation potential (Carnie et al., 1994) arising from the self-atmosphere of ions and the ion–ion exclusion volume term was taken into account in the modified PB equation (Bratko and Vlachy, 1982; Das et al., 1995, 1997; Outhwaite, 1986). Integral equation methods, such as the hypernetted chain (HNC) approximation, have also been carried out (Bacquet and Rossky, 1983, 1984; Gonzalez-Tovar et al., 1985; Lozado-Cassou and Henderson, 1983; Torrie and Valleeau, 1982). A number of different attempts have been made to incorporate steric effects into the PB equation (Barbero et al., 2000; Bhuiyan and Outhwaite, 2009; Biesheuvel and van Soestbergen, 2007; Bikerman, 1942; Borukhov, 2004; Borukhov et al., 1997; Eigen and Wicke, 1954; Freise, 1952; Kralj-Iglič et al., 1996; Lamperski and Outhwaite, 2002; Lue et al., 1999; Manciu and Ruckenstein, 2002; Trizac and Raimbault, 1999). Monte Carlo simulations incorporate direct interactions between ions and interactions between ions and charged surfaces, as well as the finite size of ions (Bhuiyan et al., 1992; Bratko and Vlachy, 1982; Das et al., 1995, 1997; Hatlo and Lue, 2009; Ibarra-Armenta et al., 2009; Mills et al., 1985; Moreira and Netz, 2002; Tresset, 2008). With the Monte Carlo (MC) technique, it is possible to obtain numerically exact data and compare this data with the approximate theories. The advanced approaches (Bhuiyan et al., 1992) and the HNC integral equations (Bratko, 1990; Gonzalez-Tovar et al., 1985) lead to better agreement with MC simulations for divalent counterions.

The Gouy–Chapman theory and its PB equation as a mean-field level approach are widely used to estimate the interactions between charged surfaces in aqueous solution of counterions and coions. For a monovalent salt, its predictions are generally found to agree well with experimental results and computer simulations. However, the presence of multivalent ions can affect the nature of the interactions between charged surfaces in a way that qualitatively differs from the PB prediction. A remarkable example is the possibility of attraction between two identical, like-charged surfaces separated by an intermediate solution of point-like multivalent ions that the mean-field Gouy–Chapman approach is unable to predict. This attraction is currently attracting much interest (Gelbart et al., 2000) because it is observed in a number of biologically relevant processes such as condensation of DNA (Bloomfield, 1996), network
formation in actin solutions (Angelini et al., 2003), virus aggregation (Butler et al., 2003) and the interactions between like-charged lipid membranes that occur during adhesion (Urbanija et al., 2007) and fusion. Various theoretical approaches ascribe this attraction to the presence of direct ion–ion correlations (Grosberg et al., 2002; Netz, 2001).

The MC simulations of Gulbrandy et al. (1984) confirmed the existence of attraction between equally charged surfaces immersed in a solution composed of quadrupolar (divalent) ions in the limit of high surface charge density, which was originally predicted by Oosawa (1970). The anisotropic HNC approximation within the primitive electrolyte model for divalent ions was used (Kjellander, 1996; Kjellander and Marčelja, 1988), where the ions are described as charged hard spheres immersed in a dielectric continuum. Attractive interaction was predicted between identical like-charged surfaces in an aqueous solution composed of short divalent nanoparticles (Kim et al., 2008; May et al., 2008; Urbanija et al., 2008b).

In this chapter, we present a statistical mechanical approach to the functional density theory of the EDL using lattice statistics. First, in the mean field approximation the consistently related free energy, ion distribution function and differential equation for the electrostatic potential was obtained. We upgrade the description of the Gouy–Chapman theory by considering the effect of ion size (i.e., charged nanoparticles). The influence of ion size on the properties of the EDL is discussed. The effective thickness of the EDL is derived. Gouy–Chapman theory modified by orientational ordering of water and the excluded volume effect is also described.

13.2 Electrostatic Energy

The distribution of ions in the EDL reflects a balance between electrostatic interactions and entropy. First, we consider the electrostatic interactions. The Poisson equation expresses the general relation between the charge distribution and the electrostatic
potential. It follows from Gauss law that

$$\nabla \cdot \mathbf{E} = \frac{\rho}{\varepsilon_r \varepsilon_0},$$  \hspace{1cm} (13.1)

in which we substitute the definition of the electrostatic potential

$$\mathbf{E} = -\nabla \phi$$ (Jackson, 1999) (see also Section 1.1.1) so that

$$\nabla^2 \phi = -\frac{\rho}{\varepsilon_r \varepsilon_0},$$  \hspace{1cm} (13.2)

where $\nabla^2$ is the Laplace operator, $\nabla$ the nabla operator, $\mathbf{E}$ the electric field strength, $\varepsilon_r$ the relative (dielectric) permittivity and $\varepsilon_0$ the permittivity of free space. From a given space charge distribution $\rho(x, y, z)$, the electrostatic potential $\phi(x, y, z)$ can be calculated provided the boundary conditions are satisfied at the geometrical boundaries.

The electrostatic energy of the system can be expressed as an integral of the square of the electric field strength over the system (Jackson, 1999):

$$F_{\text{el}} = \frac{1}{2} \int \varepsilon_r \varepsilon_0 \mathbf{E}^2 \, dV.$$  \hspace{1cm} (13.3)

If the system possesses planar symmetry, then the electrostatic energy can be written as:

$$F_{\text{el}} = \frac{1}{2} \int \varepsilon_r \varepsilon_0 \left(\frac{d\phi}{dx}\right)^2 A \, dx,$$  \hspace{1cm} (13.4)

where the electrostatic field varies only in the $x$-direction and $A$ denotes the area of the charged surface.

### 13.3 Entropy

#### 13.3.1 Solution of Counterions

We consider the entropy of a system composed of finite sized counterions (macro-ions) only. The lattice model (Hill, 1986) is used (see Fig. 13.2).

Following the classical, well-known approach (see Section 1.2.2.5), the system is divided into cells of equal volume $\Delta V$. In any particular cell, there are $N$ counterions. The excluded volume effect is taken into account in the description by considering that
the counterions are distributed over $M$ lattice sites and each lattice site cannot be occupied by more than one counterion. The number of spatial arrangements of $N$ non-interacting counterions in a small cell with $M$ lattice sites is

$$W = \frac{M (M - 1) (M - 2) \ldots (M - (N - 1))}{N!},$$  \hspace{1cm} (13.5)

which can be rewritten as

$$W = \frac{M!}{N! (M - N)!}.$$  \hspace{1cm} (13.6)

The configurational entropy of the cell $S_{\text{cell}}$ can be computed by using the Boltzmann equation (see Section 1.2.2.5 and Hill, 1986)

$$S_{\text{cell}} = k \ln W,$$  \hspace{1cm} (13.7)

where $k$ is the Boltzmann constant. Using Stirling's approximation for large $N$: $\ln N! \simeq N \ln N - N$, we get for $\ln W$:

$$\ln W = M \ln M - M - N \ln N + N - (M - N) \ln (M - N) + (M - N).$$  \hspace{1cm} (13.8)

Redistribution of the terms in Eq. 13.8 gives

$$\ln W = M \ln M - N \ln N - (M - N) \ln \left( M \left( 1 - \frac{N}{M} \right) \right)$$

$$= M \ln M - N \ln N - (M - N) \ln M - (M - N) \ln \left( 1 - \frac{N}{M} \right)$$

$$= -N \ln N + N \ln M - (M - N) \ln \left( 1 - \frac{N}{M} \right).$$  \hspace{1cm} (13.9)

After summation of the first and the second terms in Eq. 13.9, we get:

$$\ln W = -N \ln \left( \frac{N}{M} \right) - (M - N) \ln \left( 1 - \frac{N}{M} \right).$$  \hspace{1cm} (13.10)

By substituting Eq. 13.10 in Eq. 13.7, we get the expression for the entropy of a single cell:

$$S_{\text{cell}} = -k \left( N \ln \frac{N}{M} + (M - N) \ln \left( 1 - \frac{N}{M} \right) \right).$$  \hspace{1cm} (13.11)

In the following we introduce the volume of one lattice site $v_0$. The volume of a cell with $M$ lattice sites is then given by $\Delta V = M v_0$. 
The entropy of the whole system can thus be obtained by integration of the entropy over all cells of the system:

$$S = \int S_{\text{cell}} \frac{dV}{\Delta V},$$  \hspace{1cm} (13.12)

where $S_{\text{cell}}$ is given by Eq. 13.11. We substitute Eq. 13.11 in Eq. 13.12 to get:

$$S = -k \int \left[ n \ln(n v_0) + \frac{1}{v_0} \left( 1 - n v_0 \right) \ln \left( 1 - n v_0 \right) \right] dV,$$  \hspace{1cm} (13.13)

where the number density of counterions is defined by $n = N/\Delta V$ and $v_0 = \Delta V/M$. Equation 13.13 takes into account the finite size of the counterions (macro-ions). If we assume a very dilute system ($n v_0 \ll 1$ everywhere in the solution), the second term in Eq. 13.13 can be approximated by $\ln(1 - n v_0) \approx -n v_0$, where we neglected quadratic and higher order terms. In the limit of a very dilute system, the entropy (Eq. 13.13) thus becomes:

$$S = -k \int \left[ n \ln(n v_0) - n \right] dV.$$

The entropic contribution to the free energy $F_{\text{ent}} = -TS$ can therefore be expressed as (Safran, 1994)

$$F_{\text{ent}} = kT \int \left[ n \ln(n v_0) - n \right] dV.$$  \hspace{1cm} (13.15)
13.3.2 Solution of Counterions and Coions

We consider now the entropy of a solution composed of counterions and coions. The finite sizes of ions (macro-ions) are again considered within the lattice model (Fig. 13.3). The system is divided into cells of equal volume $\Delta V$. In any particular cell chosen, there are $N_+$ counterions and $N_-$ coions. The number of spatial arrangements of non-interacting counterions and coions in a small cell with $M$ lattice sites is (Fig. 13.3):

$$W = \frac{M(M-1)(M-2)\ldots(M-(N-1))}{N_+!N_-!}, \quad (13.16)$$

which can be re-written as

$$W = \frac{M!}{N_+!N_-!(M-N)!}, \quad (13.17)$$

where

$$N = N_+ + N_- \quad (13.18)$$

The translational (configurational) entropy of the mixed system of the single cell $S_{\text{cell}}$ is then (see Section 1.2.2.5 and Hill, 1986):

$$S_{\text{cell}} = k \ln W. \quad (13.19)$$
Using Stirling’s approximation for large $N_i$: \( \ln N_i! \approx N_i \ln N_i - N_i \), \( i = \{+, -\} \), the expression for \( \ln W \) transforms into:

\[
\ln W = M \ln M - M - N_+ \ln N_+ + N_- \ln N_- + (M - N) \ln (M - N) + (M - N).
\] (13.20)

Redistribution of terms in Eq. 13.20 gives

\[
\ln W = -N_+ \ln \left( \frac{N_+}{M} \right) - N_- \ln \left( \frac{N_-}{M} \right) - (M - N) \ln \left( 1 - \frac{N}{M} \right).
\] (13.21)

To simplify the calculations, we assume that each lattice site with volume \( v_0 \) can be occupied by only one coion or counterion. The volume of the cell with \( M \) sites is given by \( \Delta V = M v_0 \). The number density of counterions is defined as

\[
n_+ = \frac{N_+}{\Delta V},
\] (13.22)

while the number density of coions is

\[
n_- = \frac{N_-}{\Delta V}.
\] (13.23)

The configurational entropy of the whole system is obtained by integration over all cells of the system:

\[
S = \int S_{\text{cell}} \frac{dV}{\Delta V},
\] (13.24)

where \( S_{\text{cell}} \) is given by equation (13.19). We substitute Eq. 13.21 into Eq. 13.19 to get from Eq. 13.24:

\[
S = -k \int [n_+ \ln(n_+ v_0) + n_- \ln(n_- v_0) + \frac{1}{v_0} (1 - n_+ v_0 - n_- v_0) \ln (1 - n_+ v_0 - n_- v_0)] dV.
\] (13.25)

Eq. 13.25 takes into account the finite size of the counterions.

The entropic part of the free energy \( \tilde{F}_{\text{ent}} = -TS \), calculated from the Eq. 13.25, is therefore

\[
\tilde{F}_{\text{ent}} = k T \int \left[ \sum_{i=+, -} n_i \ln(n_i v_0) + \frac{1}{v_0} \left( 1 - \sum_{i=+, -} n_i v_0 \right) \ln \left( 1 - \sum_{i=+, -} n_i v_0 \right) \right] dV.
\] (13.26)
We need to subtract the reference free energy. The difference between the entropic part of the free energy $\bar{F}_\text{ent}$ and the reference entropic part of the free energy $F_{\text{ref}}$ is:

$$
\bar{F}_\text{ent} - F_{\text{ref}} = kT \int dV \left( \sum_{i=+, -} n_i \ln(n_i v_0) - 2n_0 \ln(n_0 v_0) \right)
+ kT \int dV \frac{1}{v_0} \left( 1 - \sum_{i=+, -} n_i v_0 \right) \ln \left( 1 - \sum_{i=+, -} n_i v_0 \right)
- kT \int dV \frac{1}{v_0} (1 - 2n_0 v_0) \ln (1 - 2n_0 v_0). \quad (13.27)
$$

By taking into account the relation

$$
\int dV \left[ 2n_0 - \sum_{i=+, -} n_i \right] = 0, \quad (13.28)
$$

we obtain

$$
\bar{F}_\text{ent} - F_{\text{ref}} = kT \int dV \left\{ \sum_{i=+, -} n_i \ln(n_i v_0) - 2n_0 \ln(n_0 v_0) 
- \sum_{i=+, -} n_i \ln(n_0 v_0) + 2n_0 \ln(n_0 v_0) 
+ \frac{1}{v_0} \left( 1 - \sum_{i=+, -} n_i v_0 \right) \ln \left( 1 - \sum_{i=+, -} n_i v_0 \right) 
- \frac{1}{v_0} \left( 1 - 2n_0 v_0 \right) \ln \left( 1 - 2n_0 v_0 \right) 
- \frac{1}{v_0} \left( 1 - 2n_0 v_0 \right) \ln \left( 1 - 2n_0 v_0 \right) \right\}. \quad (13.29)
$$

By taking into account Eq. 13.29, $\ln(n_0 v_0) = \text{constant}$ and $\ln(1 - 2n_0 v_0) = \text{constant}$, we get the entropic part of the free energy in the form:

$$
F_{\text{ent}} = \bar{F}_\text{ent} - F_{\text{ref}} = +kT \int dV \sum_{i=+, -} n_i \ln \left( \frac{n_i}{n_0} \right)
+ kT \int dV \left( \frac{1}{v_0} - \sum_{i=+, -} n_i \right) \ln \left( \frac{1}{v_0} - \frac{\sum_{i=+, -} n_i}{2n_0} \right). \quad (13.30)
$$
In our model, the number density of lattice sites is:

$$n_s = \frac{1}{v_0} = \frac{1}{a^3},$$  \hspace{1cm} (13.31)

where $a$ is the lattice constant. All lattice sites are occupied by either solvent molecules or macro-ions, therefore:

$$n_s = n_w + \sum_{j=+, -} n_j,$$  \hspace{1cm} (13.32)

where $n_w$ is the number density of lattice sites occupied by solvent (water) molecules.

Different values of the lattice constant $a$ may describe different effective sizes of macro-ions. In the following the number densities of counterions and coions are referred to as the respective concentrations. By taking into account Eq. 13.32, we may re-write Eq. 13.30 in the form:

$$F_{\text{ent}} = kT \int \mathcal{d}V \sum_{i=+, -} n_i \ln \left( \frac{n_i}{n_0} \right)$$  

$$+ kT \int \mathcal{d}V \left( n_s - \sum_{i=+, -} n_i \right) \ln \left( \frac{n_s - \sum_{i=+, -} n_i}{n_s - 2n_0} \right).$$ \hspace{1cm} (13.33)

If we assume that $n_+ \ll 1, n_- \ll 1$ everywhere in the solution, as well as $n_0 \ll 1$, we can expand the third term in Eq. 13.33 up to quadratic terms to get (see, e.g., Gongadze, 2011; Kralj-Iglič et al., 1996):

$$F_{\text{ent}} = kT \int \left[ n_+ \ln \left( \frac{n_+}{n_0} \right) + n_- \ln \left( \frac{n_-}{n_0} \right) - (n_+ + n_-) + 2n_0 \right] \mathcal{d}V.$$ \hspace{1cm} (13.34)

The expression Eq. 13.34 describes the configurational entropy of an electrolyte solution where the excluded volume is not taken into account.

### 13.4 Functional Density Theory of Electric Double Layer for Constant Dielectric Permittivity

Within standard Gouy–Chapman theory (Cevc, 1990), the finite size of ions is not taken into account (except by the Stern distance of
closest approach), therefore the number density of counterions at the charged surface may exceed the upper value corresponding to their close packing. Different attempts have been made to incorporate steric effects into the modified PB equation in order to prevent the prediction of unrealistically high number densities of counterions close to the charged surface.

The first attempt to include the finite size of ions into Gouy-Chapman theory was made by Stern (Stern, 1924) who combined the Helmholtz (Helmholtz, 1879) and the Gouy-Chapman model (Chapman, 1913; Gouy, 1910). In its simplest version, the Stern model considers only the finite size of counterions whose centres can approach the charged surface only up to a certain distance, the so-called outer Helmholtz plane (Butt et al., 2003; Gongadze et al., 2011b, 2013).

Later, Bikerman (1942) derived a modified PB equation (the Bikerman equation) to account for the finite size of ions and solvent molecules. The Bikerman-modified PB equation and the corresponding Fermi-Dirac-like distribution of ions was later derived and justified using other different methods (Dutta and Sengupta, 1954; Eigen and Wicke, 1954; Freise, 1952; Grimley, 1950; Grimley and Mott, 1947; Kralj-Iglič et al., 1996; Lamperski and Outhwaite, 2002; Wiegel and Strating, 1993). Among these, Freise (1952) introduced the finite size of ions by a pressure-dependent potential, while Eigen and Wicke (1954) used a thermodynamic approach. More recently, Bikerman's predictions have been reformulated within the PB theory based on a lattice statistics model and density functional variation (Kralj-Iglič et al., 1996). The finite size of ions has also been described by other density functional approaches (Barbero et al., 2000; Trzac and Raimbault, 1999) and by considering the ions and solvent molecules as hard spheres (Biesheuvel and van Soestbergen, 2007; Lamperski and Outhwaite, 2002). Also, MC simulations are widely used to describe the finite-sized counterions (Biesheuvel and van Soestbergen, 2007; Ibarra-Armenta et al., 2009; Tresset, 2008; Zelko et al., 2010).

In the following section, we describe a model of the EDL in which the charged surface is assumed to carry a uniformly distributed charge with surface charge density $\sigma$. The solution in general is composed of solvent molecules and ions. The ions may
be counterions or coions. Electrostatic interactions are described within the mean field approximation, while the finite size of the ions in solution is considered by means of the excluded volume effect. The latter is taken into account within the statistical mechanical description described in the previous section, where each ion in solution occupies one and only one site of a finite volume (Kralj-Iglič et al., 1996).

13.4.1 Solution of Counterions Only

13.4.1.1 Single double layer

We first consider a system composed of a charged surface and a solution of counterions only. The physical properties of the solvent (water) molecules are accounted for by a uniform relative (dielectric) constant $\varepsilon_r \sim 80$ and by the excluded volume principle. The electrostatic free energy of the system can be written as the sum of the electrostatic energy (Eq. 13.4) and the entropic contribution to the free energy (Eq. 13.13):

$$F = \frac{1}{2} \varepsilon \varepsilon_0 \int_0^\infty E^2(x) \, dx + kT \int_0^\infty \left[ n(x) \ln(n(x) v_0) + \frac{1}{v_0} (1 - n(x) v_0) \ln (1 - n(x) v_0) \right] \, dx,$$

where $E(x)$ is the electric field strength, $n(x)$ is the counterion concentration and $x$ denotes the distance from the charged plane.

The free energy of the whole system, subject to local thermodynamic equilibrium, is

$$F = \int_0^\infty f(E(x), n(x)) \, dx,$$

where the density of the free energy is given by

$$f(E(x), n(x)) = \frac{1}{2} \varepsilon_r \varepsilon_0 E^2(x) + kT \left[ n(x) \ln(n(x) v_0) + \frac{1}{v_0} (1 - n(x) v_0) \ln (1 - n(x) v_0) \right] .$$

The counterion number density $n(x)$ and the electric field strength are not known in advance. Thus, in the following, explicit expressions for $n(x)$ and $E(x)$ are obtained using the condition that
the free energy is at its minimum at thermodynamic equilibrium of the whole system. The condition for global equilibrium

$$\delta F = 0,$$

(13.38)

is subject to (Kralj-Iglič et al., 1996):

- the global constraint requiring the electro-neutrality of the whole system,

$$\int_0^\infty n(x) \, dx - \frac{\sigma A}{Z \varepsilon_0} = 0,$$

(13.39)

- the local constraint requiring the validity of the differential form of Gauss’s law $\varepsilon_r \varepsilon_0 \nabla \cdot \mathbf{E} = \rho(x)$, where $\rho(x) = e_0 v Z n(r)$ is the volume charge density and

$$\varepsilon \varepsilon_0 \frac{\partial E(x)}{\partial x} - e_0 Z n(x) = 0,$$

(13.40)

where $Z$ is the valency of counterions. The method of undetermined multipliers (Bohinc et al., 2005; Elsoglou, 1961; Kralj-Iglič et al., 1996) is used to determine the extreme of the free energy (Eq. 13.36)
taking into account the constraints 13.39 and 13.40. The variational problem can be expressed by the Euler–Lagrange equations

\begin{equation}
\frac{\partial L^*}{\partial E} - \frac{d}{dx} \left( \frac{\partial L^*}{\partial \left( \frac{\partial E}{\partial x} \right)} \right) = 0 , \quad (13.41)
\end{equation}

\begin{equation}
\frac{\partial L^*}{\partial n} = 0 , \quad (13.42)
\end{equation}

where

\begin{equation}
L^* \left( E(x), n(x), \frac{\partial E(x)}{\partial x}, \eta(x) \right) = \left[ f(E(x), n(x)) + \mu n(x) - \eta(x) \left( \varepsilon_r \varepsilon_0 \frac{\partial E(x)}{\partial x} - e_0 Z n(x) \right) \right] , \quad (13.43)
\end{equation}

where \( \mu \) is the global Lagrange multiplier, while \( \eta(x) \) is the local Lagrange multiplier. The local Lagrange multiplier \( \eta(x) \) can be expressed from the Euler–Lagrange equation (see Eq. 13.41):

\begin{equation}
\eta(x) = \phi(x) , \quad (13.44)
\end{equation}

where we took into account that \( E = -\nabla \phi \), while it follows from the Euler–Lagrange equation (Eq. 13.42) that

\begin{equation}
k T \left[ \ln(n v_0) - \ln(1 - n v_0) \right] + \mu + e_0 Z \eta(x) = 0 . \quad (13.45)
\end{equation}

From Eqs. 13.44 and 13.45, the Fermi–Dirac-like counterion distribution function is obtained:

\begin{equation}
n(r) = \frac{1}{v_0} \frac{1}{1 + e^{(\mu + e_0 Z \phi(x))/kT}} , \quad (13.46)
\end{equation}

where the Lagrange multiplier \( \mu \) can be determined from the condition of electro-neutrality (Eq. 13.39). Gauss's law (Eq. 13.40) and the counterion distribution functions (Eq. 13.46) give the differential equation for the electrostatic potential \( \phi(r) \):

\begin{equation}
\frac{d^2 \phi(x)}{dx^2} = -\frac{e_0 Z}{\varepsilon_r \varepsilon_0 v_0} \frac{1}{1 + e^{(\mu + e_0 Z \phi(x))/kT}} . \quad (13.47)
\end{equation}

In the following, the Lagrange multiplier \( \mu \) is expressed from Eq. 13.46 as a function of the concentration of counterions for \( \Phi = 0 \) \( (n_0) \):

\begin{equation}
e^{\mu/kT} = \frac{1}{(n_0/n_s)} - 1 , \quad (13.48)
\end{equation}
where the number density of lattice sites is \( n_s = 1/\nu_0 \) (Eq. 13.31).
In the limit of a very dilute system \( (n_0/n_s \ll 1 \) everywhere in the system) Eq. 13.48 becomes:

\[
e^{\mu/kT} \approx \frac{1}{(n_0/n_s)}. \tag{13.49}
\]

Taking into account the above approximate expression (Eq. 13.49), we can transform the distribution function (Eq. 13.46) into the form of the Boltzmann distribution function:

\[
n(x) = \frac{n_s}{1 + \frac{n_0}{e_{e_0}} e^{Z\phi(x)/kT}} \approx n_0 e^{-e_0 Z\phi(x)/kT}. \tag{13.50}
\]

Accordingly, the differential Eq. 13.47 transforms into the PB equation:

\[
\frac{d^2\phi(x)}{dx^2} = -\frac{e_0 Z}{\varepsilon_r e_{e_0}} n_0 e^{-Z e_{\phi(x)}/kT}. \tag{13.51}
\]

It should be stressed at this point that for higher values of the surface charge density \( \sigma \) the derived distribution function (Eq. 13.46) predicts saturation of the counterion density close to the charged surface to its close packing value. On the other hand, the usual Boltzmann distribution function (Eq. 13.50) may predict unreasonably high values beyond the close-packing value.

The condition of electro-neutrality of the whole system (Eq. 13.39) is equivalent to two boundary conditions. The first boundary condition states that the electric field is zero far from the charged surface:

\[
\frac{d\phi(x)}{dx} \bigg|_{x \to \infty} = 0, \tag{13.52}
\]

while the second boundary condition (at the interface) is:

\[
\frac{d\phi(x)}{dx} \bigg|_{x=0} = \frac{-\sigma}{\varepsilon_r e_{e_0}}. \tag{13.53}
\]

### 13.4.2 Solution of Counterions and Coions: The Bikerman Equation

The electrostatic free energy of a system (per unit area) composed of counterions and coions is derived from Eqs. 13.4 and 13.33 (Bohinc
et al., 2005; Kralj-Iglič et al., 1996):

$$F = \frac{1}{2} \varepsilon \varepsilon_0 \int_0^\infty E^2(x) \, dx$$

$$+ kT \sum_{j=+, -} \int_0^\infty n_j(x) \ln \left( \frac{n_j(x)}{n_0} \right) \, dx$$

$$+ kT \int_0^\infty \left( n_s - \sum_{j=+, -} n_j(x) \right) \ln \left( \frac{n_s - \sum_{j=+, -} n_j(x)}{n_s - 2n_0} \right) \, dx,$$

(13.54)

where $n_+$ is the concentration of counterions, $n_-$ the concentration of coions, $n_0$ the bulk concentration of counterions and coions and $n_s$ is defined by Eqs. 13.31 and 13.32.

The free energy of the whole system, subject to local thermodynamic equilibrium, is

$$F = \int_0^\infty f(E(x), n_+(x), n_-(x)) \, dx,$$

(13.55)

where the density of the free energy is given by

$$f(E(x), n_+(x), n_-(x)) = \frac{1}{2} \varepsilon \varepsilon_0 E^2(x) + kT \sum_{j=+, -} n_j(x) \ln \left( \frac{n_j(x)}{n_0} \right)$$

$$+ kT \left( n_s - \sum_{j=+, -} n_j(x) \right) \ln \left( \frac{n_s - \sum_{j=+, -} n_j(x)}{n_s - 2n_0} \right).$$

The particle distribution functions $n_+(x)$ and $n_-(x)$ and the electric field strength $E(x)$ are obtained from the condition that the free energy be at its minimum at thermodynamic equilibrium of the whole system. The condition for global equilibrium:

$$\delta F = 0,$$

(13.56)

is subject to (Kralj-Iglič et al., 1996):

- the global constraint requiring that the total number of particles of each species per volume of the whole system, $\Lambda_j$, is constant

$$\int_0^\infty (n_j(x) - \Lambda_j) \, dx = 0; \quad j = +, -; \quad \text{and} \quad (13.57)$$
the local constraint requiring the validity of the differential form of Gauss's law \(\varepsilon_r \varepsilon_0 \nabla \cdot \mathbf{E} = \rho(x)\), where \(\rho(x) = e_0 \sum_{j=+,-} Z_j n_j(x)\) is the volume charge density:

\[
\varepsilon_r \varepsilon_0 \frac{\partial E(x)}{\partial x} - e_0 \sum_{j=+,-} Z_j n_j(x) = 0, \tag{13.58}
\]

where \(Z_j\) is the valency of the counterions \((j = +)\) and coions \((j = -)\). The method of undetermined multipliers (Bohinc et al., 2005; Elsgolc, 1961; Kralj-Iglič et al., 1996) is used to find the extrema of the free energy (see Eq. 13.55) taking into account the constraints 13.57 and 13.58. This described variational problem can be expressed by the Euler–Lagrange equations:

\[
\frac{\partial L^*}{\partial E} - \frac{d}{dx} \left( \frac{\partial L^*}{\partial \left( \frac{\partial E}{\partial x} \right)} \right) = 0, \tag{13.59}
\]

\[
\frac{\partial L^*}{\partial n_j} = 0, \quad j = +, -, \tag{13.60}
\]

where

\[
L^* \left( E(x), n_+(x), n_-(x), \frac{\partial E(x)}{\partial x}, \eta(x) \right) = \int \left( E(x), n_+(x), n_-(x) \right)
+ \sum_{j=+,-} \lambda_j \left( n_j(x) - \Lambda_j \right) - \eta(x) \left( \varepsilon_r \varepsilon_0 \frac{\partial E(x)}{\partial x} - e_0 \sum_{j=+,-} Z_j n_j(x) \right), \tag{13.61}
\]

\(\lambda_j\) and \(j = +, -\) are the global Lagrange multipliers, while \(\eta(x)\) is the local Lagrange multiplier. Eqs. 13.59, 13.60 and 13.61 give

\[
\eta(x) = \phi(x), \tag{13.62}
\]

\[
kT \ln \frac{n_j n_{0j}}{n_0 \left( n_s - \sum_i n_i \right)} + \lambda_j + e_0 Z_j \phi(x) = 0. \tag{13.63}
\]

From Eqs. 13.62, 13.63 and 13.32, the Bikerman particle distribution functions are obtained (Bikerman, 1942; Dutta and Sengupta, 1954; Eigen and Wicke, 1954; Freise, 1952; Grimley, 1950; Grimley and Mott, 1947; Iglič and Kralj-Iglič, 1994; Kralj-Iglič et al., 1996; Wiegel and Strating, 1993):

\[
n_j(r) = \frac{n_s \left( n_0 / n_{0j} \right) \exp \left( -Z_j e_0 \phi(x) / kT \right)}{1 + \frac{2 n_s}{n_{0j}} \cosh \left( Z_j e_0 \phi(x) / kT \right)}, \quad j = +, -, \tag{13.64}
\]
where \( n_{0w} \) is the bulk number density of lattice sites occupied by water molecules (see Eq. 13.32):

\[
n_{0w} = n_s - 2n_0. \tag{13.65}
\]

It can be seen from Eq. 13.64 that close to the charged plane, there may be a considerable excluded volume effect on the density profile of the counterions and on the solvent molecules. The concentration of counterions there is comparable to the concentration of solvent lattice sites, so that the concentration of the latter deviates significantly from its value far from the charged surface (Kralj-Iglič et al., 1996). Equation 13.64 also predicts a Fermi–Dirac-like distribution for counterions if the lattice constant \( a \) is large enough (see also Fig. 13.5). For higher values of surface charge density \( |\sigma| \), the counterion density saturates close to the charged surface at its close packing value, while the usual Gouy–Chapman theory predicts unreasonable high values beyond the close-packing value (Bikerman, 1942; Borukhov et al., 1997; Kralj-Iglič et al., 1996).

Gauss's law (Eq. 13.58) and the particle distribution functions (Eq. 13.64) give the Bikerman equation for the electrostatic potential \( \phi(r) \) (Bikerman, 1942; Dutta and Sengupta, 1954; Eigen and Wicke, 1954; Freise, 1952; Grimley, 1950; Grimley and Mott, 1947; Kralj-Iglič et al., 1996; Wiegel and Strating, 1993):

\[
\frac{d^2 \phi(x)}{dx^2} = \frac{2e_0 n_s n_0 Z}{\varepsilon_r \varepsilon_0 n_{0w}} \frac{\sinh(Ze_0 \phi(x)/kT)}{1 + \frac{2n_0}{n_{0w}} \cosh(Ze_0 \phi(x)/kT)}, \tag{13.66}
\]

where \( Z = |Z_+| = |Z_-| \). The first boundary condition states that the electric field is zero far away from the charged surface:

\[
\frac{d\phi(x)}{dx} \bigg|_{x \to \infty} = 0. \tag{13.67}
\]

The second boundary condition at the charged surface requires the electro-neutrality of the whole system:

\[
\frac{d\phi(x)}{dx} \bigg|_{x=0} = -\frac{\sigma}{\varepsilon_r \varepsilon_0}, \tag{13.68}
\]
Figure 13.5  The number density of counterions as a function of distance ($x$) from the planar charged surface. The dashed curve presents results for finite sized ions (Bikerman model) using the lattice constant $a = 1$ nm, while the full line presents results for dimensionless ions within the Gouy-Chapman model. The model parameters are $\varepsilon_r = 78.5$, $T = 310$ K, $n_0/N_A = 0.1$ mol/l and $\sigma = -0.4$ A s/m² (Bohinc et al., 2001), where $N_A$ is the Avogadro number.

13.5 Gouy–Chapman Model: Poisson–Boltzmann Equation

In the limit of a very dilute solution everywhere in the system:

$$\sum_{j=+, -} n_j(x) \ll n_w(x)$$

and by taking into account the approximation

$$n_{0w} \approx n_s,$$

where $n_w(x)$ is the number density of lattice sites occupied by water (solvent) molecules, the second term in the denominator of Eq. 13.66 can be neglected, so that it becomes (Chapman, 1913;
Gouy, 1910; McLaughlin, 1989; Verwey and Overbeek, 1948):

$$\frac{d^2 \Psi(x)}{dx^2} = \frac{\kappa^2}{Z} \sinh\left(Z \Psi(x)\right),$$  \hspace{1cm} (13.69)

which is the well-known PB equation within the Gouy–Chapman model valid in the limit of dimensionless ions. We introduced the reduced electrostatic potential:

$$\Psi = \varepsilon_0 \phi / kT$$ \hspace{1cm} (13.70)

and the Debye length

$$l_D = \kappa^{-1} = \sqrt{\frac{\varepsilon_r \varepsilon_0 kT}{2 n_0 Z^2 e_0^2}}.$$ \hspace{1cm} (13.71)

Neglecting the second term in the denominator of Eq. 13.64, the particle distribution function (Eq. 13.64) transforms into the Boltzmann distribution function:

$$n_j(x) = n_0 \exp\left(-Z_j \Psi(x)\right), \hspace{0.5cm} j = +, -.$$ \hspace{1cm} (13.72)

For higher values of the surface charge density (|\sigma|) and close to the charged surface, the Boltzmann distribution function (Eq. 13.72) predicts unreasonably high values of the counterion number density, far beyond the corresponding close-packing value (Bikerman, 1942; Kralj-Iglič et al., 1996). For an illustration, Fig. 13.5 shows the number density $n_+$ as a function of the distance $x$ from the planar charged surface. The results of the Gouy-Chapman model and the results of the functional density theory modified by the excluded volume effect (Bikerman model) with the lattice constant $a = 1$ nm are presented. Saturation of the counterions near the charged surface (i.e., a Fermi–Dirac-like shape of distribution) for ions of finite size is obtained in the Bikerman model. The effect is more pronounced for larger ions, that is, larger $a$.

The calculated ratio between the number density of counterions near the charged plane and the bulk counterion number density as a function of the surface charge density $\sigma$ is presented in Fig. 13.6. This ratio is higher for dimensionless ions within the Gouy-Chapman model than for ions of finite size within the Bikerman model. The discrepancy between the results for dimensionless ions (Gouy-Chapman model) and for ions of finite size (Bikerman model) grows with increasing $|\sigma|$. This deviation can be attributed to the
Figure 13.6  Ratio between the number density of monovalent counterions near the charged plane and the bulk counterion number density as a function of $|\sigma|$. The dashed curve represents calculation for the lattice constant, $a = 0.8$ nm. The result of the Gouy–Chapman model (for dimensionless ions) is given by the full line. The model parameters are $\varepsilon_r = 78.5, T = 310$ K.

The steric effect of counterions and solvent molecules in the small region in the vicinity of the charged surface. The counterion number density profile shows a rapid decrease for small lattice constant and a plateau region near the charged plane for large lattice constant. For large counterions, we can therefore distinguish between two regions within the EDL: the saturated layer dominated by steric repulsion and the diffuse layer extending into the solution.

In the following we shall consider the linear regime of the PB equation for monovalent ions ($Z_+ = 1, Z_- = -1$), that is, we assume that the electrostatic potential energy of an ion is much smaller than its thermal energy ($\Psi \ll 1$). We linearize $\sinh (Z \Psi(x))$ in Eq. 13.69 to get the linearized PB equation:

$$\frac{d^2 \Psi(x)}{dx^2} = \kappa^2 \Psi(x). \quad (13.73)$$

Taking into account the boundary conditions in Eqs. 13.67 and 13.68, the solution of Eq. 13.73 is (Chapman, 1913; Gouy, 1910; Verwey and Overbeek, 1948):

$$\Psi(x) = \Psi_0 e^{-\kappa x}, \quad (13.74)$$
where
\[ \psi_0 = \frac{\sigma e_0}{\epsilon_r \epsilon_0 \kappa kT} = 4\pi \sigma l_B l_D/e_0, \] (13.75)

is the reduced electrostatic potential near the charge surface and
\[ l_B = \frac{e_0^2}{4\pi \epsilon_r \epsilon_0 kT} \] (13.76)
is the Bjerrum length. Note that the electrostatic potential is proportional to the surface charge density. The electrostatic potential decreases exponentially with increase in the distance from the charged surface. The thickness of the EDL is described by the Debye length \( l_D = 1/\kappa \) (see Eq. 13.71).

### 13.6 Langevin Poisson-Boltzmann Model

The classical Gouy–Chapman and Bikerman theories described in the previous section do not consider the solvent structure and thus, can be upgraded by hydration models, where the interplay between solvent polarization and the diffuse double layer is considered (Berkowitz et al., 2006; Gongadze, 2011; Gongadze et al., 2013; Gruen and Marčelja, 1983; Iglič et al., 2010; Manciu and Ruckenstein, 2004). Study of the orientational ordering of water dipoles at the charged surface has shown that they are on average oriented orthogonally to the charged surface (Gongadze et al., 2013; Iglič et al., 2010). Recently, Langevin dipoles were introduced into the mean-field EDL theory to study polarization of the solvent and the space dependence of the relative permittivity close to the charged membrane surface (Gongadze et al., 2010, 2011c; Velikonja et al., 2013). Spatial decay of solvent polarization with increasing distance from the charged membrane surface was predicted (Gongadze et al., 2011a,c, 2013). Most of the EDL models, for example, the Gouy–Chapman and Bikerman models, (Butt et al., 2003; Israelachvili and Wennerström, 1996; Lamperski and Outhwaite, 2002; McLaughlin, 1989; Stern, 1924) assume a constant dielectric permittivity \( \epsilon_r \) throughout the system. But actually, close to the charged surface, the water dipoles are oriented thus, leading to a varying dielectric permittivity (Butt et al., 2003; Gongadze et al., 2013).
Therefore, in this section, first the Langevin PB mean-field model (Gongadze, 2011; Gongadze et al., 2011c, 2013) for point-like ions is derived within the functional density theory, where the orientational ordering of water molecules is taken into account. In the Langevin Poisson–Boltzmann (LPB) model described in this section, the dielectric permittivity is consistently related to the distribution of the ions involved and the electric field strength. The water molecules are considered as Langevin dipoles (Iglič et al., 2010; Outhwaite, 1976, 1983), which is a very approximate treatment of the dielectric properties of the solvent. The finite volume of ions and water molecules (Iglič et al., 2010; Lamperski and Outhwaite, 2002), that is, the excluded volume effect is not taken into account. The volume density of water is, therefore assumed constant in the whole electrolyte solution (Gongadze et al., 2011c; Kralj-Iglič et al., 1996; Velikonja et al., 2013). The electrostatic interactions are described within the mean field approximation.

We consider a planar-charged surface in contact with a water solution of monovalent ions (counterions and coions) (Gongadze et al., 2010, 2011c, 2013). The planar charged surface bears a charge with a surface charge density $\sigma$. The Langevin dipole describes the water molecule with a non-zero dipole moment ($\mathbf{p}$). A self-consistent statistical mechanical description of the orientational ordering of water Langevin dipoles is introduced (Gongadze et al., 2013). Using the calculus of variation, the ion number density profiles and average orientation of water dipoles corresponding to the minimum free energy are calculated (Gongadze et al., 2013). The free energy of system $F$ is written as:

$$\frac{F}{kT} = \frac{1}{8\pi l_B^2} \int \left(\psi'\right)^2 dV$$

$$+ \int \left[n_+(x) \ln \frac{n_+(x)}{n_0} - (n_+(x) - n_0) + n_-(x) \ln \frac{n_-(x)}{n_0} - (n_-(x) - n_0)\right] dV$$

$$+ \int n_w \left\langle \mathcal{P}(x, \omega) \ln \mathcal{P}(x, \omega) \right\rangle_\omega dV$$

$$+ \int \left[\eta(x) \left(\left\langle \mathcal{P}(x, \omega) \right\rangle_\omega - 1\right)\right] dV,$$

(13.77)
where averaging over all angles $\Omega$ is defined as:

$$
\left\langle F(x) \right\rangle_\omega = \frac{1}{4\pi} \int F(x, \omega) d\Omega,
$$

(13.78)

$\omega$ is the angle between the dipole moment vector $\mathbf{p}$ and the vector $\mathbf{n} = \nabla \Phi/|\nabla \Phi|$, $d\Omega = 2\pi \sin \omega \, d\omega$ is an element of a solid angle, $n_w$ is the constant number density of the water Langevin dipoles, $n_+(x)$ and $n_-(x)$ are the number densities of counterions and coions, respectively, $\Psi(x) = e_0 \phi(x)/kT$ is the reduced electrostatic potential, $\phi(x)$ is the electrostatic potential, $\Psi'$ is the first derivative of $\Psi$ with respect to $x$, $e_0$ is the elementary charge, $kT$ is the thermal energy, $dV = A \, dx$ is the volume element with thickness $dx$, $A$ is the area of the charged surface and $l_B$ is the Bjerrum length. The first term in Eq. 13.77 corresponds to the energy of the electrostatic field (Eq. 13.4). The second and third lines in Eq. 13.77 account for the mixing (configurational) free energy contribution of the positive and negative NaCl ions (see Eq. 13.34). We assumed $\Phi(x \to \infty) = 0$. The fourth line of Eq. 13.77 accounts for the orientational contribution of the Langevin dipoles to the free energy (see also Eq. 1.79). $\mathcal{P}(x, \omega)$ is the probability that the water Langevin dipole located at $x$ is oriented at angle $\omega$ with respect to the normal to the charged surface. The last line is the local constraint for orientation of the water Langevin dipoles (valid at any position $x$) (Gongadze et al., 2013):

$$
\left\langle \mathcal{P}(x, \omega) \right\rangle_\omega = 1,
$$

(13.79)

where $\eta(x)$ is the local Lagrange multiplier.

The results of the variation in the above free energy (Eq. 13.77) gives (Gongadze et al., 2011c, 2013):

$$
n_+(x) = n_0 \exp(-\Psi),
$$

(13.80)

$$
n_-(x) = n_0 \exp(\Psi),
$$

(13.81)

$$
\mathcal{P}(x, \omega) = \Lambda(x) \exp(-p_0|\Psi'| \cos(\omega)/e_0),
$$

(13.82)

where $\Lambda(x)$ is constant for given $x$.

The charges of counterions, coions, and water molecules contribute to the average microscopic volume charge density:

$$
\rho(x) = e_0 (n_+(x) - n_-(x)) - \frac{d\mathcal{P}}{dx}.
$$

(13.83)
Polarization $P$ is given by

$$P(x) = n_{0w} \left\langle p(x, \omega) \right\rangle_B,$$  \hspace{1cm} (13.84)

where $\left\langle p(x \text{ and } \omega) \right\rangle_B$ is its average over the angle distribution in thermal equilibrium. In our case of a negatively charged planar surface ($\sigma < 0$), the projection of the polarization vector $\mathbf{P}$ points in a direction opposite to the direction of the $x$-axis. Hence, $P(x)$ is considered negative. According to Eq. 13.82, the values of $\left\langle p(x, \omega) \right\rangle_B$ can be calculated as (Gongadze et al., 2011c, 2013):

$$\left\langle p(x, \omega) \right\rangle_B = \frac{\int_0^{\pi} p_0 \cos \omega \mathcal{P}(x, \omega) \frac{2 \pi \sin \omega d\omega}{\int_0^{\pi} \mathcal{P}(x, \omega) 2 \pi \sin \omega d\omega}} = -p_0 \mathcal{L} \left( \frac{p_0 |\Psi'|}{e_0} \right).$$  \hspace{1cm} (13.85)

The function $\mathcal{L}(u) = (\coth(u) - 1/u)$ is the Langevin function. The Langevin function $\mathcal{L}(p_0 |\Psi'|/e_0)$ determines the average magnitude of the Langevin dipole moments at given $x$. In our derivation, we assumed an azimuthal symmetry and a negative surface charge density $\sigma$.

Substituting the Boltzmann distribution functions of ions, Eqs. 13.80 and 13.81 and the expression for polarization, Eqs. 13.84 and 13.85 into Eq. 13.83, we get the expression for the volume charge density in an electrolyte solution (Gongadze et al., 2011c, 2013):

$$\rho(x) = -2e_0 n_0 \sinh \Psi + n_{0w} p_0 \frac{d}{dx} \left[ \mathcal{L}(p_0 |\Psi'|/e_0) \right].$$  \hspace{1cm} (13.86)

Substituting $\rho(x)$ from Eq. 13.86 into the Poisson equation (Eq. 13.2)

$$\Psi'' = -4\pi \ell_B \rho/e_0,$$  \hspace{1cm} (13.87)

yields the LPB equation for point-like ions (Gongadze et al., 2010, 2011c, 2013):

$$\Psi'' = 4\pi \ell_B \left( 2n_0 \sinh \Psi - n_{0w} \frac{p_0}{e_0} \frac{d}{dx} \left[ \mathcal{L}(p_0 |\Psi'|/e_0) \right] \right),$$  \hspace{1cm} (13.88)

where $\Psi''$ is the second derivative of $\Psi$ with respect to $x$. 


The LPB differential Eq. 13.88 is subject to two boundary conditions. The first boundary condition is obtained by integrating the differential equation 13.88 (Gongadze et al., 2011c, 2013):

\[
\Psi'(x = 0) = -\frac{4\pi I_B}{e_0} \left. \left[ \sigma + n_{0w} p_0 \mathcal{L}(p_0|\Psi'|/e_0) \right] \right|_{x=0}.
\]  

(13.89)

The condition requiring electro-neutrality of the whole system was taken into account in derivation of Eq. 13.89. The second boundary condition is:

\[
\Psi'(x \to \infty) = 0.
\]  

(13.90)

Based on Eqs. 13.84 to 13.85, we can express the relative (effective) permittivity of the electrolyte solution \(\varepsilon_r\) in contact with the planar charged surface as (Gongadze et al., 2010, 2011c):

\[
\varepsilon_r(x) = 1 + \frac{|P|}{e_0 E} = 1 + n_{0w} \frac{p_0 \mathcal{L}(p_0 E \beta)}{e_0 E},
\]  

(13.91)

where \(\beta = 1/kT\) and \(E\) is the magnitude of the electric field strength.

Equations 13.88 and 13.90 can be rewritten in a general and more elegant form as (Gongadze et al., 2011c):

\[
\nabla \cdot [\varepsilon_r(x) \nabla \phi(x)] = -\rho_{\text{free}}(x),
\]  

(13.92)

where \(\rho_{\text{free}}(x)\) is the macroscopic (net) volume charge density of coions and counterions:

\[
\rho_{\text{free}}(x) = -e_0 n_+(x) - e_0 n_-(x) = -2 e_0 n_0 \sinh (e_0 \phi \beta),
\]  

(13.93)

and \(\varepsilon_r(x)\) is the relative permittivity of the electrolyte solution defined by Eq. 13.91. The boundary condition at the charged surface (Eq. 13.89) is

\[
\nabla \phi(x = 0) = -\frac{\sigma \mathbf{n}}{\varepsilon_0 \varepsilon_r(x = 0)},
\]  

(13.94)

where \(\varepsilon_r(x)\) is again defined by Eq. 13.91 and \(\mathbf{n}\) is the unit vector. The second boundary condition is

\[
\phi(x \to \infty) = 0.
\]  

(13.95)

Equation 13.91 describes the dependence of the relative permittivity \(\varepsilon_r\) on the magnitude of the electric field strength \(E\), calculated within the presented LPB model. This model takes into account the orientational ordering of water molecules (or water clusters) near the charged surface (Fig. 13.7) by considering them as Langevin dipoles but without considering their finite size.
For $p_0 E/kT < 1$, we can expand the Langevin function in Eq. 13.91 into a Taylor series up to the cubic term

\[ \mathcal{L}(x) \approx x/3 - x^3/45 \]

to get (Gongadze et al., 2011c, 2013)

\[ \varepsilon_r(x) \approx 1 + \frac{n_{0w} p_0^2 \beta}{3 \varepsilon_0} - \frac{n_{0w} p_0^2 \beta}{45 \varepsilon_0} \left( p_0 E \beta \right)^2. \]  

(13.96)

It can be seen in Eq. 13.96 that $\varepsilon_r(x)$ decreases with increase in magnitude of the electric field strength $E$. Since the value of $E$ increases towards the charged surface, $\varepsilon_r(x)$ decreases towards the charged surface. It can therefore be concluded that due to the preferential orientation of water dipoles in the close vicinity of the charged surface, the relative permittivity of the electrolyte $\varepsilon_r(x)$ near the charged surface is reduced relative to its bulk value, as also shown in Fig. 13.8.

To conclude, in this section the Gouy–Chapman theory for point-like ions modified by introducing the orientational ordering of water molecules is described. The corresponding LPB equation
Figure 13.8  Relative dielectric permittivity $\varepsilon_r$ as a function of the distance from the charged surface $x$ within the presented Langevin PB theory for point-like ions. Equations 13.91–13.95 were solved numerically using the finite element method (FEM) within the program package Comsol Multiphysics Software as described in (Gongadze et al., 2011c). Dipole moment of water $p_0 = 4.79\, \text{D}$, bulk concentration of salt $n_0/N_A = 0.15\, \text{mol/l}$, bulk concentration of water $n_{\text{water}}/N_A = 55\, \text{mol/l}$, surface charge density $\sigma = -0.1\, \text{A s/m}^2$ (full line) and $\sigma = -0.2\, \text{A}\, \text{s/m}^2$ (dashed line).

is presented (Gongadze et al., 2010, 2011c). It is shown that the relative permittivity of the electrolyte solution decreases with increase in magnitude of the electric field strength (Gongadze et al., 2010; Iglič et al., 2010). Due to the increased magnitude of the electric field in the vicinity of the charged surface in contact with the electrolyte solution, the relative permittivity of the electrolyte solution in the region near the charged surface is decreased (see Gongadze et al., 2011c, 2013, and Fig. 13.8). The predicted decrease in permittivity relative to its bulk value is the consequence of the orientational ordering of the water dipoles in the vicinity of the charged surface.

In the limit of $p_0 \rightarrow 0$ the above LPB Eq. 13.92 transforms into the well-known PB equation for monovalent ions (Eq. 13.69):

$$\nabla \cdot [\varepsilon_0 \varepsilon_r \nabla \phi(x)] = -\rho_{\text{free}}(x), \quad (13.97)$$

where we made the transformation $\varepsilon_0 \rightarrow \varepsilon_r \varepsilon_0$ with $\varepsilon_r = 78.5$ and $\rho_{\text{free}}(x)$ defined by Eq. 13.93.
In the following section, a modification of the LPB model including the finite size of molecules, and the cavity and reaction fields (Gongadze and Iglič, 2012a; Gongadze et al., 2013) is presented.

13.7 Generalized Langevin–Bikerman Model

In order to develop an integral framework to clarify factors influencing the relative permittivity, recently the Langevin Poisson–Boltzman (LPB) model was generalized within the so-called generalized Langevin–Bikerman model (Gongadze and Iglič, 2012a) by taking into account the cavity field and electronic polarizability of water (Fröhlich, 1964), as well as the finite size of the molecules.

The effective dipole moment of the water molecule should be known before a satisfactory statistical mechanical study of water and aqueous solutions is possible (Adams, 1981). The dipole moment of a water molecule in liquid water differs from that of an isolated water molecule because each water molecule is further polarized (i.e., the dipole moment is further increased) and orientationally perturbed by the electric field of the surrounding water molecules (Adams, 1981). Accordingly, in the above described treatment of water ordering close to the saturation limit at high electric field within the LPB model, the effective dipole moment of water $p_0 = 4.79 \, D$ is larger than the dipole moment of an isolated water molecule ($p_0 = 1.85 \, D$). It is also larger than the dipole moment of a water molecule in clusters ($p_0 = 2.7 \, D$) and the dipole moment of an average water molecule in the bulk ($p_0 = 2.4 - 2.6 \, D$) (Dill and Bromberg, 2003) since the cavity and reaction fields, the electronic polarizability of water molecules as well as the structural correlations between water dipoles (Fröhlich, 1964; Franks, 1972), were not explicitly taken into account in the LPB model of the previous Section 13.6.

In the past treatments of the cavity and reaction fields, electronic polarizability and the correlations between water dipoles in the Onsager (1936), Kirkwood (1939) and Fröhlich (1964) models were limited to the case of small electric field strengths. Generalization of the Kirkwood–Onsager–Fröhlich theory in the saturation regime
Figure 13.9  In the model, a single water molecule is considered as a sphere with permittivity $n^2$ and a point-like rigid (permanent) dipole with dipole moment $\mathbf{p}$ at the centre of the sphere. Here, $n$ is the optical refractive index of water.

was performed by Booth (1951). However, Booth's model does not consider the excluded volume effect in an electrolyte solution near a charged surface. Therefore, in this section, first the LPB model (Section 13.6) is generalized to take into account the cavity and reaction fields, electronic polarizability (but not also the structural correlations between water dipoles), as well as the finite size of ions (Gongadze and Iglič, 2012a; Gongadze et al., 2013) in the saturation regime important in consideration of an electrolyte solution in contact with a highly charged surface.

In the model, the electronic polarization of water is taken into account by assuming that point-like rigid (permanent) dipole is located at the centre of a sphere which is embedded in the electrolyte solution. The volume of the sphere is equal to the average volume of a water molecule (Fig. 13.9). The permittivity of the sphere is taken to be $n^2$, where $n = 1.33$ is the optical refractive index of water. The relative (effective) permittivity of the electrolyte solution ($\varepsilon_r$) can then be expressed as:

$$\varepsilon_r(\mathbf{r}) = n^2 + \frac{|\mathbf{P}|}{\varepsilon_0 E},$$  \hspace{1cm} (13.98)

where $\mathbf{P}$ is the polarization vector due to the net orientation of permanent point-like water dipoles having dipole moment $\mathbf{p}$. The external dipole moment ($\mathbf{p}_e$) of a point-like dipole at the centre of the sphere with permittivity $n^2$ can then be expressed in the form
(Fröhlich, 1964):

\[ p_e = \frac{3}{2 + n^2} \mathbf{p}, \quad (13.99) \]

hence it follows:

\[ \mathbf{p} = \frac{2 + n^2}{3} p_e. \quad (13.100) \]

The short-range interactions between dipoles are neglected. The local electric field strength at the centre of the sphere at the location of the permanent (rigid) point-like dipole (Fig. 13.9) is (Fröhlich, 1964):

\[ \mathbf{E}_c = \frac{3 \varepsilon_r}{2 \varepsilon_r + n^2} \mathbf{E} + g \mathbf{p}, \quad (13.101) \]

where the first term represents the field inside a spherical cavity with dielectric permittivity \( n^2 \) embedded in a medium with permittivity \( \varepsilon_r \), and the second term \( g \mathbf{p} \) is the reaction-field acting on \( \mathbf{p} \) (due to the dipole moment \( \mathbf{p} \) of the point-like dipole itself). In the following, Eq. 13.101 is simplified to the form (strictly valid for \( \varepsilon_r \gg n^2 \) only):

\[ \mathbf{E}_c = \frac{3}{2} \mathbf{E} + g \mathbf{p}. \quad (13.102) \]

For \( \varepsilon_r \gg n^2 \), the value of \( g \approx 1/n^2 r_o^3 \), where \( r_o \) is the effective radius of the molecule (Booth, 1951).

The energy of the point-like-dipole \( \mathbf{p} \) in the local field \( \mathbf{E}_c \) may then be written as

\[ W_i = -\mathbf{p} \cdot \mathbf{E}_c = -\mathbf{p} \cdot \left( \frac{3}{2} \mathbf{E} + g \mathbf{p} \right) = \gamma p_0 E \cos(\omega) - g p_0^2, \quad (13.103) \]

where \( p_0 \) is the magnitude of the dipole moment \( \mathbf{p}_e \), \( \omega \) is the angle between the dipole moment vector \( \mathbf{p} \) and the vector \(-\mathbf{E}\) and

\[ \gamma = \frac{3}{2} \left( \frac{2 + n^2}{3} \right). \quad (13.104) \]

The polarization \( P(x) \)

\[ P(x) = n_w(x) \left\langle \mathbf{p}(x, \omega) \right\rangle_B, \quad (13.105) \]

is given by (Gongadze and Iglić, 2012a):

\[ P(x) = n_w(x) \left( \frac{2 + n^2}{3} \right) p_0 \left\langle \cos(\omega) \right\rangle_B \]

\[ = -n_w(x) \left( \frac{2 + n^2}{3} \right) p_0 \mathcal{L}(\gamma p_0 E \beta), \quad (13.106) \]
where
\[
\langle \cos \omega \rangle_B = \frac{\int_0^\pi \cos \omega \exp(-\gamma p_0 E \beta \cos(\omega) + \beta g p_0^2) d\Omega}{\int_0^\pi \exp(-\gamma p_0 E \beta \cos(\omega) + \beta g p_0^2) d\Omega}
\]
\[
= -L(\gamma p_0 E \beta),
\]
(13.107)
and \(d\Omega = 2\pi \sin \omega d\omega\) is an element of solid angle. Since \(\sigma < 0\), the projection of polarization vector \(\mathbf{P}\) on the x-axis points in the direction from the bulk to the charged surface and \(P(x)\) is considered negative.

In bulk solution the number densities of water molecules \(n_{0w}\), counterions \((n_0)\) and coions \((n_0)\) are constant, therefore their number densities can be expressed in a simple way by calculating the corresponding probabilities that a single lattice site in the bulk solution is occupied by one of the three kinds of particles in electrolyte solution (counterions, coions, and water molecules) (Gongadze, 2011; Gongadze et al., 2011b, 2013):
\[
n_+ (x \to \infty) = n_- (x \to \infty) = n_s \frac{n_0}{n_0 + n_0 + n_{0w}},
\]
(13.108)
\[
n_w (x \to \infty) = n_s \frac{n_{0w}}{n_0 + n_0 + n_{0w}}.
\]
(13.109)
where \(n_s\) is the number density of lattice sites as defined above. In the vicinity of a charged surface, the number densities of ions and water molecules are influenced by the charged surface, so the probabilities that a single lattice site is occupied by a particle of one of the three kinds should be corrected by the corresponding Boltzmann factors, leading to ion and water dipole distribution functions in the form (Gongadze and Iglič, 2012a; Gongadze et al., 2013):
\[
n_+(x) = n_s \frac{n_0 e^{-e_0 \phi \beta}}{n_0 e^{e_0 \phi \beta} + n_0 e^{-e_0 \phi \beta} + n_{0w} \left< e^{-\gamma p_0 E \beta \cos(\omega) + \beta g p_0^2} \right>_{\omega}}
\]
(13.110)
\[
n_-(x) = n_s \frac{n_0 e^{e_0 \phi \beta}}{n_0 e^{e_0 \phi \beta} + n_0 e^{-e_0 \phi \omega} + n_{0w} \left< e^{-\gamma p_0 E \beta \cos(\omega) + \beta g p_0^2} \right>_{\omega}}
\]
(13.111)
\[ n_w(x) = n_s \frac{n_{0w} \left< e^{-\gamma p_0 E \beta \cos(\omega) + \beta g p_0^2} \right>_\omega}{n_0 e^{-\phi_0 \beta} + n_0 e^{-\phi_0} + n_{0w} \left< e^{-\gamma p_0 E \beta \cos(\omega) + \beta g p_0^2} \right>_\omega}, \]

where

\[
\left< e^{-\gamma p_0 E \beta \cos(\omega) + \beta g p_0^2} \right>_\omega = \frac{2 \pi}{\pi} \int_0^\infty d(\cos \omega) e^{-\gamma p_0 E \beta \cos(\omega) + \beta g p_0^2} \]

\[
= \frac{\sinh \left( \gamma p_0 E \beta \right)}{\gamma p_0 E \beta} \exp \left( \beta g p_0^2 \right). \tag{13.113}
\]

is the dipole Boltzmann factor after rotational averaging over all possible angles \( \omega \). Assuming \( g = 0 \), Eqs. 13.111 to 13.113 can be re-written as (Gongadze and Iglič, 2012a):

\[
n_+(x) = n_0 e^{-\phi_0 \beta} \frac{n_s}{D(\phi, E)}, \tag{13.114}
\]

\[
n_-(x) = n_0 e^{\phi_0 \beta} \frac{n_s}{D(\phi, E)}, \tag{13.115}
\]

\[
n_w(x) = \frac{n_{0w} n_s}{D(\phi, E)} \frac{\sinh \left( \gamma p_0 E \beta \right)}{\gamma p_0 E \beta}. \tag{13.116}
\]

where

\[
D(\phi, E) = 2 n_0 \cosh (e_0 \phi \beta) + \frac{n_{0w}}{\gamma p_0 E \beta} \sinh \left( \gamma p_0 E \beta \right). \tag{13.117}
\]

Combining Eqs. 13.106 and 13.116 gives the polarization in the form:

\[
P(x) = - \left( \frac{2 + n^2}{3} \right) p_0 n_{0w} n_s \frac{\sinh \left( \gamma p_0 E \beta \right)}{\gamma p_0 E \beta} L \left( \gamma p_0 E \beta \right). \tag{13.118}
\]

Using the definition of the function \( F(u) \):

\[
F(u) = L(u) \frac{\sinh u}{u}, \tag{13.119}
\]

Eq. 13.118 reads

\[
P = - p_0 n_{0w} n_s \left( \frac{2 + n^2}{3} \right) \frac{F \left( \gamma p_0 E \beta \right)}{D(\phi, E)}. \tag{13.120}
\]

Combining Eqs. 13.98 and 13.120 yields the relative (effective) permittivity:

\[
e_r(x) = n^2 + n_{0w} n_s \frac{p_0}{\varepsilon_0} \left( \frac{2 + n^2}{3} \right) \frac{F \left( \gamma p_0 E \beta \right)}{D(\phi, E) E}. \tag{13.121}
\]
Using the above expression for $\varepsilon_r(x)$, we can then write the Poisson equation (Eq. 13.2) in the form of Gongadze-Iglič (GI) equation (Gongadze and Iglič, 2012a):

$$\nabla \cdot [\varepsilon_0 \varepsilon_r(x) \nabla \phi(x)] = -\rho_{\text{free}}(x), \quad (13.122)$$

where $\rho_{\text{free}}(x)$ is the macroscopic (net) volume charge density of coions and counterions (see Eqs. 13.114, 13.115):

$$\rho_{\text{free}}(x) = e_0 n_+(x) - e_0 n_-(x) = -2 e_0 n_s n_0 \frac{\sinh (e_0 \phi \beta)}{D(\phi, E)}. \quad (13.123)$$

The boundary conditions are (Gongadze and Iglič, 2012a; Gongadze et al., 2013):

$$\nabla \phi(x = 0) = -\frac{\sigma \mathbf{n}}{\varepsilon_0 \varepsilon_r(x = 0)}, \quad (13.124)$$

$$\phi(x \to \infty) = 0. \quad (13.125)$$

In the approximation of small electrostatic energy and small energy of the dipoles in the electric field compared to the thermal energy, that is, small $e_0 \phi \beta$, and small $\gamma p_0 E \beta$, the relative permittivity within the presented model (Eq. 13.121) can be expanded into a Taylor series (assuming $n_s \approx n_{0w}$) to get (Gongadze and Iglič, 2012a):

$$\varepsilon_r(x) \approx n^2 + \frac{3}{2} \left( \frac{2 + n^2}{3} \right)^2 n_{0w} p_0^2 \beta \frac{27}{8} \left( \frac{2 + n^2}{3} \right)^4 n_{0w} p_0^2 \beta \frac{45}{45 \varepsilon_0}.$$  \hspace{1cm} (13.126)

In the limit of vanishing electric field strength ($E \to 0$) and zero potential ($\phi \to 0$), the above equations give the Onsager expression for permittivity:

$$\varepsilon_r \approx n^2 + \left( \frac{2 + n^2}{3} \right)^2 n_{0w} p_0^2 \beta \frac{2}{2 \varepsilon_0}. \quad (13.127)$$

In the above expression derived for the relative (effective) permittivity (Eq. 13.121), the value of the dipole moment $p_0 = 3.1$ D predicts a bulk permittivity $\varepsilon_r = 78.5$. This value is considerably smaller than the corresponding value in the LPB model ($p_0 = 4.79$ D) (see Fig. 13.8), which does not take into account the cavity field.
The value $p_0 = 3.1 \text{ D}$ (Fig. 13.10) is also close to the experimental values of the effective dipole moment of water molecules in clusters ($p_0 = 2.7 \text{ D}$) and in bulk solution ($p_0 = 2.4 - 2.6 \text{ D}$) (Dill and Bromberg, 2003).

Figures 13.10 and 13.11 show the calculated spatial dependence of the relative number density of counterions ($n_+/n_s$), model also called water dipoles ($n_w/n_s$), and $\varepsilon_r(x)$ within the generalized Langevin–Bikerman also called Gongadze–Iglič (GI) model, in planar geometry for three values of the surface charge density $\sigma$.

It can be seen in Fig. 13.10 that close to the charged plane there may be a considerable excluded volume effect on the density profile of the counterions and on the solvent molecules. In the concentration of counterions, there is comparable to the concentration of solvent lattice sites, so that the concentration of solvent lattice sites deviates significantly from its value far from the charged surface (Kralj-Iglič et al., 1996).

The ratio between the concentration of counterions near the charged plane and the bulk counterion concentration as a function of the surface charge density $\sigma$ is higher for dimensionless ions than for ions of finite size. The discrepancy between the results for dimensionless ions and for ions of finite size grows with increase in $|\sigma|$ (Iglič and Kralj-Iglič, 1994). The deviation can be attributed to the steric effect of counterions and solvent molecules in the small region in the vicinity of the charged surface. The counterion concentration profile shows a rapid decrease for small lattice constant and a plateau region near the charged plane for large lattice constant. For large counterions, we can therefore distinguish between two regions within the EDL: the saturated layer dominated by steric repulsion and the diffuse layer extending into the solution.

It was shown (Gongadze et al., 2013) that for high enough surface charge densities the usual trend of monotonously increasing counterion number density towards the charged surface may be completely reversed in the close vicinity of the charged surface due to competition between the counterion Boltzmann factor $n_0 e^{-\varepsilon_0 \phi / \beta}$ and the rotationally averaged water Boltzmann factor $n_{0w} \left\langle e^{-\gamma p_0 E \beta \cos(\omega)} \right\rangle_{\omega}$ in the region near the charged surface. Accordingly, the partial depletion of water molecules at the charged surface is diminished for large values of the surface charge density.
Figure 13.10  Relative number density of counterions ($n_+ / n_s$) and water dipoles ($n_w / n_s$) (Eqs. 13.114 and Eq. 13.116) as a function of distance from a planar charged surface $x$ calculated for three values of the surface charge density: $\sigma = -0.1 \text{ A s/m}^2$ (dashed-dotted line), $\sigma = -0.2 \text{ A s/m}^2$ (full line) and $\sigma = -0.3 \text{ A s/m}^2$ (dashed line). Values of parameters assumed are dipole moment of water $p_0 = 3.1 \text{ D}$, bulk concentration of salt $n_0 / N_A = 0.15 \text{ mol/l}$, optical refractive index $n = 1.33$, bulk concentration of water $n_{ow} / N_A = 55 \text{ mol/l}$. Reprinted from *Bioelectrochemistry*, 87, Gongadze, E., and Iglič, A. (2012a), Decrease of permittivity of an electrolyte solution near a charged surface due to saturation and excluded volume effects, pp. 199-203, Copyright 2012, with permission from Elsevier.
Figure 13.11  Relative permittivity $\varepsilon_r$ (Eq. 13.121) as a function of distance from a planar charged surface $x$. Three values of surface charge density were considered: $\sigma = -0.1 \text{ A s/m}^2$ (dashed-dotted line), $\sigma = -0.2 \text{ A s/m}^2$ (full line) and $\sigma = -0.3 \text{ A s/m}^2$ (dashed line). Values of parameters assumed were dipole moment of water $p_0 = 3.1 \text{ D}$, bulk concentration of salt $n_0/N_A = 0.15 \text{ mol/l}$, $n = 1.33$, $n_{0w}/N_A = 55 \text{ mol/l}$. Reprinted from Bioelectrochemistry, 87, Gongadze, E., and Iglić, A. (2012a), Decrease of permittivity of an electrolyte solution near a charged surface due to saturation and excluded volume effects, pp. 199–203, Copyright 2012, with permission from Elsevier.

The decrease in $\varepsilon_r(x)$ towards the charged surface becomes pronounced with increase in $\sigma$ (Fig. 13.11) and is a consequence of the increased depletion of water molecules near the charged surface (due to the excluded volume effect as a consequence of counterion accumulation near the charged surface) (Fig. 13.11) and increased orientational ordering of water dipoles (saturation effect). Comparison between the predictions of the LPB model (Fig. 13.8) and the GI model shows a stronger decrease of relative permittivity of the electrolyte solution near the highly charged surface in the GI
model, mainly due to depletion of water molecules in the vicinity of the charged surface.

In order to differentiate between the influence of the finite size of ions and the influence of the cavity field on the relative permittivity near the charged surface, the equations of the above described GI model are written in the limit of $\gamma \to 1$ and $n \to 1$ to get the Langevin–Bikerman equation (Gongadze et al., 2011c, 2013):

$$\nabla \cdot [\varepsilon_0 \varepsilon_r(x) \nabla \phi(x)] = -\rho_{\text{free}}(x),$$  \hspace{1cm} (13.128)

where $\rho_{\text{free}}(x)$ is the macroscopic (net) volume charge density of coions and counterions:

$$\rho_{\text{free}}(x) = -2 \varepsilon_0 n_s n_0 \frac{\sinh (\varepsilon_0 \phi \beta)}{\mathcal{H}(\phi, \ E)},$$  \hspace{1cm} (13.129)

while $\varepsilon_r(x)$ is the relative permittivity (Gongadze et al., 2011c; Iglić et al., 2010):

$$\varepsilon_r(x) = 1 + n_{0w} n_s \frac{p_0}{\varepsilon_0} \frac{\mathcal{F}(p_0 \ E \ \beta)}{E \ \mathcal{H}(\phi, \ E)},$$  \hspace{1cm} (13.130)

where

$$\mathcal{H}(\phi, \ E) = 2 n_0 \cosh (\varepsilon_0 \phi \beta) + \frac{n_{0w}}{p_0 E \ \beta} \sinh (p_0 \ E \ \beta).$$  \hspace{1cm} (13.131)

Comparison between the space dependence of the relative permittivity within the GI model (Fig. 13.11) and within its limit model for $\gamma \to 1$, and $n \to 1$ (Gongadze and Iglić, 2012b; Gongadze et al., 2013) shows that consideration of the cavity field and electronic polarizability makes the reduction in permittivity of the electrolyte solution near the charged surface stronger (Gongadze and Iglić, 2012b). More importantly, in the limit of $\gamma \to 1$ and $n \to 1$ again the value $p_0 = 4.79$ D should be used (similarly, as in the LPB model) (Iglić et al., 2010) in order to get $\varepsilon_r(x \to \infty) = 78.5$, which shows the superiority of the GI model over its limit Langevin–Bikerman (LB) model for $\gamma \to 1$, and $n \to 1$ (Gongadze et al., 2011c, 2013; Iglić et al., 2010).

To conclude, in this section, it was shown that consideration of the cavity field of a single water molecule and the finite sized ions within the GI model results in an additional decrease of permittivity near the charged surface (see Gongadze et al., 2010, 2013; Iglić et al., 2010, and Fig. 13.10). The corresponding analytical
expression for the spatial dependence of the relative permittivity of the electrolyte solution near the charged surface in the GI model is derived (Gongadze and Iglič, 2012a; Gongadze et al., 2011b, 2013).

Note that in the limit of \( p_0 \to 0 \), the particle distribution functions Eqs. (13.114) to (13.116) transform into Bikerman distribution functions (Eq. 13.64) (Bikerman, 1942; Dutta and Sengupta, 1954; Eigen and Wicke, 1954; Freise, 1952; Grimley, 1950; Grimley and Mott, 1947; Iglič and Kralj-Iglič, 1994; Kralj-Iglič et al., 1996; Wiegel and Strating, 1993):

\[
    n_+(x) = \frac{n_0 n_s}{n_{0w}} \frac{e^{-e_0 \phi \beta}}{1 + \left(2 \frac{n_0}{n_{0w}}\right) \cosh (e_0 \phi \beta)}, \\
    n_-(x) = \frac{n_0 n_s}{n_{0w}} \frac{e^{e_0 \phi \beta}}{1 + \left(2 \frac{n_0}{n_{0w}}\right) \cosh (e_0 \phi \beta)}, \\
    n_w(x) = \frac{n_s}{1 + \left(2 \frac{n_0}{n_{0w}}\right) \cosh (e_0 \phi \beta)},
\]

while Eq. 13.128 transforms into the Bikerman equation (Eq. 13.66) (Bikerman, 1942; Dutta and Sengupta, 1954; Eigen and Wicke, 1954; Freise, 1952; Gongadze et al., 2011c; Grimley, 1950; Grimley and Mott, 1947; Iglič and Kralj-Iglič, 1994; Kralj-Iglič et al., 1996; Wiegel and Strating, 1993):

\[
    \nabla \cdot [\varepsilon_0 \varepsilon_r \nabla \phi(x)] = -\rho_{\text{free}}(x),
\]

where we made the transformation \( \varepsilon_0 \to \varepsilon_r \varepsilon_0 \) with \( \varepsilon_r = 78.5 \), while \( \rho_{\text{free}}(x) \) is defined by Eq. 13.129.

### 13.8 Differential Capacitance

To ascertain whether the described GI mean-field approach which includes the orientational ordering of water, the cavity field, the electronic polarizability of water, and the finite size of molecules has improved the agreement between theory and experiments with respect to the classical GC model, one should compare the measured and predicted values of electric potential and differential capacitance of the EDL in both models. Using the GI model, the predicted values of the electric potential at higher surface charge densities \( \sigma \) are substantially more negative than the corresponding
values within the GC model (see also Gongadze et al., 2013; Lockett et al., 2010, 2008, and references therein).

Within the GC model, we can estimate the electric potential \( \phi_0 \) at the surface (of an electrode for example) by applying the Grahame equation (Butt et al., 2003; Gongadze et al., 2013):

\[
\sigma = \sqrt{8 n_0 \varepsilon_0 \varepsilon_r / \beta} \cdot \sinh \left( \frac{e_0 \beta \phi_0}{2} \right), \tag{13.136}
\]

where \( \phi_0 \) is the surface potential, that is, \( \phi(x = 0) \). The corresponding GC differential capacitance is (Butt et al., 2003; Gongadze et al., 2013; Lockett et al., 2010):

\[
C_{GC} = \frac{d\sigma}{d\phi_0} = \sqrt{2 e_0^2 \beta n_0 \varepsilon_0 \varepsilon_r} \cdot \cosh \left( \frac{e_0 \beta \phi_0}{2} \right). \tag{13.137}
\]

The GC model provides relatively good predictions for monovalent salts at concentrations below 0.2 mol/l in aqueous solutions and small magnitudes of the surface potentials (Butt et al., 2003).

As can be seen in Fig. 13.12, the GC differential capacitance \( C_{GC} \) monotonously increases as a function of the increasing surface potential \( \phi_0 \). On the contrary, the differential capacitances calculated
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**Figure 13.12** Differential capacitance as a function of the surface potential using Gouy–Chapman Eq. 13.137 (dashed line) and numerically by using GI Eq. 13.122 (full line). Figure adapted from Gongadze et al. (2013).
by the GI equation start to decrease after reaching a maximal value, as shown in Fig. 13.12. At high $\phi_0$ values the calculated GI differential capacitance drop to very small values of the order of magnitude of $10 \text{F/m}^2$ and smaller, in accordance with the experimental results (Lockett et al., 2010, 2008) (see also Bazant et al., 2009; Gongadze et al., 2013; Kornyshev, 2007).

The calculated dependences of $C_{\text{diff}}(\phi_0)$ in Fig. 13.12 are presented only for positive values of $\phi_0$. The corresponding $C_{\text{diff}}(\phi_0)$ curves for negative values of $\phi_0$ are the mirror images of the $C_{\text{diff}}(\phi_0)$ curves given in Fig. 13.12 (with respect to the vertical ($\phi_0 = 0$) axis). The GI $C_{\text{diff}}(\phi_0)$ curves therefore have a so-called camel (or saddle-like) shape, as also observed experimentally (Lockett et al., 2010, 2008), in Monte Carlo simulations (Fedorov et al., 2010) and in molecular dynamic simulations (Fedorov and Kornyshev, 2008).

Obviously, the GI model can also be applied at higher surface charge densities (i.e., high voltage), where the classical PB equation within the GC model completely fails, as the differential capacitance $C_{\text{GC}}$ (unlike the experimental results (Lockett et al., 2010)) strongly and monotonously increases with increase in $\phi_0$, while in this region of $\phi_0$ the Bikerman equation predicts too high values of $C_{\text{diff}}$ (Gongadze et al., 2013). To conclude, the GI differential capacitance decreases with increase in $\phi_0 > 0$ (after first reaching its maximum) and at large $\phi_0$ attains the smaller values than other mean-field models (Gongadze et al., 2013), similar to that obtained experimentally.

Note that the predicted values of GI differential capacitance at high values of $|\phi_0|$ are also smaller than the corresponding values of $C_{\text{diff}}$ predicted by the empirical formula for $\epsilon(x)$ given in (Bazant et al., 2009). Moreover, if the GI model is modified by taking into account the distance of closest approach for ions (see also Gongadze et al., 2013; Nagy et al., 2011; Oldham, 2008), the predicted values of $C_{\text{diff}}$ would even closely approach the experimental values.
Chapter 14

Attraction between Like-Charged Surfaces

14.1 Attraction between Like-Charged Surfaces Mediated by Spherical Macro-Ions

The outer surface of biological membranes is usually negatively charged (Cevc, 1990; Iglič et al., 1997; McLaughlin, 1989). Also, the outer membrane surface of the membrane daughter vesicles released from different kind of cells such as red blood cells (RBCs), platelets, and lymphocytes, as well as from apoptotic cells (with negatively charged cardiolipin and phosphatidylserine in the outer membrane layer) are negatively charged (Greenwalt, 2006; Hägerstrand and Isomaa, 1994; Hägerstrand et al., 1999; Martinez et al., 2005; Sorice et al., 2000).

In biological systems, charged membrane surfaces are surrounded by charged nanoparticle (proteins). Experiments with giant phospholipid vesicles (Fig. 14.1) indicate that certain plasma proteins (Frank et al., 2009; Urbanija et al., 2007, 2008b) and plasma itself (Frank et al., 2008; Perutková et al., 2010a) may induce the coalescence of like-like charged phospholipid vesicles (see also Chapter 18). In this chapter a mean-field theory is presented.
to explain the observed charged nanoparticles-mediated attraction between the like-charged membrane surfaces.

Classical mean-field electric double layer (EDL) theories predict electrostatic repulsion between like-charged surfaces separated by a solution of dimensionless ions (point charges). The attractive interaction observed between like-charged surfaces (Fig. 14.1) could not be predicted for point charges (Evans and Wennerström, 1999;
Israelachvili, 1997; Sadar and Chan, 2000; Verwey and Overbeek, 1948).

As an illustrative example we first briefly consider a system composed of two flat and equally uniformly charged surfaces immersed in an aqueous solution composed of point-like counterions only (Fig. 14.2). The surface charge density of each surface is $\sigma$. The first charged surface is located at $x = 0$, while the second at $x = D$, where $x$ is the coordinate perpendicular to the charged surfaces.

The electrostatic potential $\phi(x)$ is calculated by solving numerically the Poisson–Boltzmann equation for counterions only (Eq. 13.51):

$$\frac{d^2 \phi(x)}{dx^2} = -\frac{e_0}{\varepsilon_r \varepsilon_0} n_0 e^{-e_0 \phi(x)/kT},$$  \hspace{1cm} (14.1)  

taking into account the boundary condition:

$$\frac{d\phi(x)}{dx} \bigg|_{x=0} = -\frac{\sigma}{\varepsilon_r \varepsilon_0},$$  \hspace{1cm} (14.2)  

assuming the electro-neutrality of the system and

$$\frac{d\phi(x)}{dx} \bigg|_{x=\frac{D}{2}} = 0,$$  \hspace{1cm} (14.3)  

taking into account the symmetry of the system with respect to the plane $x = D/2$.
Figure 14.3  Free energy (full line), electrostatic energy (dashed line), and configurational entropy (dotted line) as a function of the distance between the equally charged surfaces $D$. Parameters of PB equation and corresponding free energy expression are: $|\sigma| = 0.1 \text{ As/m}^2$ and $v_0 = 5 \text{ nm}^3$.

Then, the number density of counterions $n(x)$ is determined using Eq. 13.50. Finally, the electrostatic free energy of the system $F = F_{\text{el}} + F_{\text{ent}}$ is calculated in the limit of very dilute solution (see Eqs. 13.4 and 13.15):

$$F/A = \frac{1}{2} \varepsilon_r \varepsilon_0 \int_0^D \left( \frac{d\phi}{dx} \right)^2 dx + kT \int_0^D \left[ n(x) \ln(n(x)v_0) - n(x) \right] dx.$$

Figure 14.3 shows the electrostatic free energy $F$ (full line) as a function of the distance between the equally charged planar surfaces $D$. We see that the free energy $F$ decreases with increase in distance between the surfaces $D$, which corresponds to the repulsive force between equally charged surfaces. This is the consequence of the decrease in the entropic contribution to the free energy with increase in $D$, which prevails over the increase of the electrostatic part of the free energy.

Attraction between like-charged surfaces may be driven by particle–particle correlations (i.e., inter-ionic correlations) (Carnie and McLaughlin, 1983; Kirkwood and Shumaker, 1952; Kjellander, 1996; Netz, 2001; Oosawa, 1968). Also, orientational ordering (intra-ionic correlation) of charged nanoparticles (counterions)
with internal charge distribution may lead to attractive forces between like-charged surfaces (Bohinc et al., 2004; Kim et al., 2008; May et al., 2008; Urbanija et al., 2008b). A generalization of the mean-field theory of the electric double layer for the case of multivalent charged nanoparticles could be made by taking into account the internal space charge distribution of a single spheroidal multivalent nanoparticle (Jackson, 1999). A theoretical description of such large multivalent spheroidal nanoparticles between two planar charged surfaces that takes into account the internal charge distribution was proposed elaborated in (Perutková et al., 2010a; Urbanija et al., 2008b).

In this chapter, the attraction between like-charged membrane surfaces mediated by charged nanoparticles with internal charge distribution is described, using mean-field density functional theory. To assess the effect of the mean-field approximation that is introduced into the theoretical description, we also carried out Monte Carlo (MC) simulations. Charged nanoparticles are considered as spherical ions with two equal effective charges spatially separated by a fixed distance \( l \) inside the particles (Fig. 14.4). We calculate the equilibrium configuration of the system by minimizing the free energy. The results of solving the integro-differential equation and by performing the MC simulation are shown to be in excellent agreement.

14.1.1 Counterions Only

We consider the interaction between two charged surfaces in the presence of charged nanoparticles of a single species (i.e., counterions only) with internal charge distribution.

In the model, the two interacting electrical double layers are formed by two flat membrane surfaces, each of area \( A \), separated by distance \( D \). The surface area \( A \) is assumed to be large compared to the distance between surfaces \( D \) so that end effects can be neglected. Each surface bears uniformly distributed charge with surface charge density \( \sigma \). The space between the charged surfaces is filled with a solution of nanoparticles of a single species (counterions).

In the model, the spheroidal-charged nanoparticle is described as a sphere of diameter \( l \) (globular protein) within which two
equal positive point charges, each of valency $Z$ ($e = Ze_0$), are separated by distance $l = a$ (Fig. 14.4). The theory presented can be generalized to include any separation between the charges within the spherical charged nanoparticle. The charged membrane surfaces are kept in the $y$–$z$ plane and, hence the electrostatic field varies only in the $x$-direction. We assume that there are no external electric fields. The distance of closest approach of the spherical nanoparticles to the charged surface is taken into account, while the direct particle–particle hard core interactions are ignored in the model.

Charged nanoparticles are subject to positional and orientational degrees of freedom. For each macro-ion the centre of charge distribution (also its geometric centre) is located at $x$, $n(x)$ is the corresponding number density of nanoparticles. The two point
Figure 14.5 Schematic illustration of two negatively charged planar surfaces with surface charge density $\sigma$ separated by a solution containing spherical charged nanoparticles (counterions) with spatially distributed positive charge. The charges within a counterion are separated by a fixed distance $l = a$, where $a$ is the diameter of the nanoparticles. Reprinted with kind permission from Springer Science+Business Media: Perutková, Š., Frank, M., Bohinc, K., Bobojevič, K., Zelko, J., Rozman, B., Kralj-Iglič, V., and Iglič, A. (2010). Interaction between equally charged membrane surfaces mediated by positively and negatively charged nanoparticles. J. Membr. Biol., 236, pp. 43–53.

Charges are located at geometrically opposite points on the surface of the sphere such that, when projected on to the $x$-axis, their positions are at $x + s$ and $x - s$ respectively, as shown in Fig. 14.5.

Taking into account that the two point charges of the nanoparticle are indistinguishable, all possible orientations of the nanoparticle can be described by the values of $s$ in the interval $0 < s < l/2$ (see Fig. 14.5). Therefore, the orientation of the spherical nanoparticle is specified by the conditional probability $p(s|x)$ which must satisfy the relation (Perutková et al., 2010a):

$$
2/l \int_0^{l/2} p(s|x) \, ds = 1,
$$

(14.4)

where $p(s|x) = 0$ for any $x$ and $|s| > l/2$. 
The free energy of the system per unit area, expressed in units of thermal energy $kT$ is (Urbanija et al., 2008b):

$$f = \frac{F}{A k T} = \int_0^D dx \left[ \frac{\Psi'(x)^2}{8 \pi l_B} + [n(x) \ln(n(x) v_0) - n] + n(x) \left< p(s|x) \ln p(s|x) \right> \right],$$

(14.5)

where the first term is the electrostatic contribution to the free energy, $\Psi = e_0 \phi / k T$ is the reduced electrostatic potential and $l_B$ is the Bjerrum length (Eq. 13.76). The prime denotes a derivative with respect to $x$. The second term is the contribution due to configurational entropy (Eq. 13.15), where $v_0$ is the volume of a single lattice site. The third term denotes the contribution of orientational ordering of the nanoparticles. The centres of the nanoparticles are allowed to be distributed in the region $\frac{1}{2} x \leq x \leq D - \frac{1}{2}$, that is, the distance of closest approach is taken into account to ensure that the spheroidal nanoparticles are confined within the region defined by the charged walls. The average of an arbitrary function $g(x)$ is defined as

$$\langle g(x) \rangle = \frac{2}{l} \int_0^{l/2} g(x, s) ds.$$  

(14.6)

In the following, the limits of integration in the free energy expression are extended to infinity in both directions:

$$f = \frac{F}{A k T} = \int_{-\infty}^{\infty} dx \left[ \frac{\Psi'(x)^2}{8 \pi l_B} + [n(x) \ln(n(x) v_0) - n] + n(x) \left< p(s|x) \ln p(s|x) \right> \right],$$

(14.7)

where the values of $n(x)$ and $\Psi'(x)$ are assumed to be zero outside the space between the two charged surfaces.

The equilibrium state of the system is determined by the minimum of the total free energy $F$, subject to the constraints that (a) the orientational probability of the spheroidal charged nanoparticles integrated over all possible projections (Eq. 14.4), is
equal to one, and that (b) the total number of charged nanoparticles is conserved. To solve this variational problem, a functional \( \int_{-\infty}^{\infty} \mathcal{F} dx \) is constructed:

\[
\int_{-\infty}^{\infty} \mathcal{F} dx = \frac{F}{A k T} + \int_{-\infty}^{\infty} \lambda(x) n(x) \left( \frac{2}{l} \int_{0}^{l/2} p(s|x) ds - 1 \right) dx + \mu \int_{-\infty}^{\infty} n(x) dx,
\]

where \( \lambda(x) \) and \( \mu \) are the local and global Lagrange multipliers, respectively.

Taking into account Eq. 14.7, we can re-write Eq. 14.8 in the form:

\[
\int_{-\infty}^{\infty} \mathcal{F} dx = \int_{-\infty}^{\infty} dx \left[ \frac{\Psi'(x)^2}{8 \pi l_B} + n(x) \ln (n(x) v_0) - n(x) \right. \\
\left. + n(x) \left( p(s|x) \ln p(s|x) \right) \right] + \int_{-\infty}^{\infty} dx n(x) \lambda(x) [(p(s|x)) - 1] + \mu \int_{-\infty}^{\infty} n(x) dx.
\]

In equilibrium, the first variation of the functional \( \int_{-\infty}^{\infty} \mathcal{F} dx \) should be zero:

\[
\delta \int_{-\infty}^{\infty} \mathcal{F} dx = \delta \left( \frac{1}{8 \pi l_B} \int_{-\infty}^{\infty} \Psi'^2 dx \right) + \int_{-\infty}^{\infty} dx \delta n(x) \ln (n(x) v_0) \\
+ \int_{-\infty}^{\infty} dx \delta n(x) \left( p(s|x) \ln p(s|x) \right) \\
+ \int_{-\infty}^{\infty} dx \delta n(x) \left\{ \lambda(x) \left( \langle p(s|x) \rangle - 1 \right) + \mu \right\} \\
+ \int_{-\infty}^{\infty} dx \left( \delta p(s|x) n(x) \ln p(s|x) + 1 + \lambda(x) \right) = 0.
\]
We first perform variation of the electrostatic energy, that is, variation of the first term in Eq. 14.10:

\[ \delta \left( \frac{1}{8 \pi l_B} \int_{-\infty}^{\infty} \Psi'^2 dx \right) = \frac{1}{4 \pi l_B} \int_{-\infty}^{\infty} \Psi' \delta \Psi' dx. \quad (14.11) \]

Using per partes integration, the right-hand side of Eq. 14.11 can be transformed into:

\[ \int_{-\infty}^{\infty} \Psi' \delta \Psi' dx = \int_{-\infty}^{\infty} (\Psi \delta \Psi')' dx - \int_{-\infty}^{\infty} \Psi \delta \Psi'' dx. \quad (14.12) \]

The first integral on the right-hand side of Eq. 14.12 is zero:

\[ \int_{-\infty}^{\infty} (\Psi \delta \Psi')' dx = \int_{-\infty}^{\infty} d (\Psi \delta \Psi') = \Psi \delta \Psi'|_{-\infty}^{\infty} = 0, \quad (14.13) \]

where we took into account that outside the space between the charged surfaces \( \Psi \) is constant, so variation of the first derivatives of the potential in both limits is zero: \( \delta \Psi'|_{x=-\infty} = 0 \) and \( \delta \Psi'|_{x=\infty} = 0 \). Thus, Eq. 14.12 becomes

\[ \int_{-\infty}^{\infty} \Psi' \delta \Psi' dx = - \int_{-\infty}^{\infty} \Psi \delta \Psi'' dx. \quad (14.14) \]

From Eqs. 14.11 to 14.13 and the Poisson equation

\[ \Psi''(x) = -\frac{\rho(x)}{\epsilon_0}, \quad (14.15) \]

it follows that

\[ \delta \left( \frac{1}{8 \pi l_B} \int_{-\infty}^{\infty} \Psi'^2 dx \right) = \int_{-\infty}^{\infty} \Psi(x) \delta \left( \frac{\rho(x)}{\epsilon_0} \right) dx. \quad (14.16) \]
Using Eq. 14.16, we can re-write Eq. 14.10 in the form:

\[\delta \int_{-\infty}^{\infty} \mathcal{F} \, dx = \int_{-\infty}^{\infty} \Psi(x) \, \delta \left( \frac{\rho(x)}{e_0} \right) \, dx + \int_{-\infty}^{\infty} dx \, \delta n(x) \ln (n(x) v_0)\]

\[+ \int_{-\infty}^{\infty} dx \, \delta n(x) \left\langle p(s|x) \ln p(s|x) \right\rangle \]

\[+ \int_{-\infty}^{\infty} dx \, \delta n(x) \left\{ \lambda(x)(\langle p(s|x) \rangle - 1) + \mu \right\}\]

\[+ \int_{-\infty}^{\infty} dx \left\langle \delta p(s|x) \, n(x) \left[ \ln p(s|x) + 1 + \lambda(x) \right] \right\rangle = 0.\]

(14.17)

The volume charge density due to the nanoparticles at coordinate \( x \) (\( \rho(x) \)) contains contributions from the charges of the nanoparticles having their centres located in the region \([x - l/2, x + l/2] \):

\[\rho(x)/Z \, e_0 = \left\langle n(x - s) \, p(s|x - s) + n(x + s) \, p(s|x + s) \right\rangle, \quad (14.18)\]

where \( n(x - s, s) = n(x - s) \, p(s|x - s) \) is the contribution of charged nanoparticles with their centres located on the left side of \( x \) at the positions \( x - s \), while \( n(x + s, s) = n(x + s) \, p(s|x + s) \) is the contribution of charged nanoparticles with their centres located on the right side of \( x \) at the positions \( x + s \). The function \( n(x, s) \) is defined as:

\[n(x, s) = n(x) \, p(s|x), \quad |s| < l/2. \quad (14.19)\]

The first variation of the volume charge density \( \delta \rho(x) \) is:

\[\delta \rho(x)/Z \, e_0 = \left\langle \delta n(x - s) \, p(s|x - s) + n(x - s) \, \delta p(s|x - s) \right\rangle\]

\[+ \left\langle \delta n(x + s) \, p(s|x + s) + n(x + s) \, \delta p(s|x + s) \right\rangle.\]

(14.20)
Substituting Eq. 14.20 into first term of variation\[ \int_{-\infty}^{\infty} \Psi(x) \delta \left( \frac{\rho(x)}{e_0} \right) dx, \]
we get
\[ \int_{-\infty}^{\infty} \Psi(x) \delta \left( \frac{\rho(x)}{e_0} \right) dx = \]
\[ \int_{-\infty}^{\infty} \left( \left( \delta n(x-s) p(s|x-s) + \delta n(x+s) p(s|x+s) \right) \Psi(x) \right) dx \]
\[ + \int_{-\infty}^{\infty} \left( n(x-s) \delta p(s|x-s) + n(x+s) \delta p(s|x+s) \right) \Psi(x) dx. \]
\[ (14.21) \]

By introducing new variables, Eq. 14.21 can be rewritten as
\[ \int_{-\infty}^{\infty} \Psi(x) \delta \left( \frac{\rho(x)}{e_0} \right) dx = \]
\[ \int_{-\infty}^{\infty} \left( \delta n(x) p(s|x) \right) \left[ Z \Psi(x+s) + Z \Psi(x-s) \right] dx \]
\[ + \int_{-\infty}^{\infty} \left( n(x) \delta p(s|x) \right) \left[ Z \Psi(x+s) + Z \Psi(x-s) \right] dx. \]
\[ (14.22) \]

If we substitute Eq. 14.22 in Eq. 14.17, we get
\[ \delta F = \int_{-\infty}^{\infty} \left( \delta n(x) p(s|x) \right) \left[ Z \Psi(x+s) + Z \Psi(x-s) \right] dx \]
\[ + \int_{-\infty}^{\infty} \left( n(x) \delta p(s|x) \right) \left[ Z \Psi(x+s) + Z \Psi(x-s) \right] dx \]
\[ + \int_{-\infty}^{\infty} dx \delta n(x) \ln (n(x) v_0) + \int_{-\infty}^{\infty} dx \delta n(x) \left( p(s|x) \ln p(s|x) \right) \]
\[ + \int_{-\infty}^{\infty} dx \, \delta n(x) \left\{ \lambda(x) \left( \langle p(s|x) \rangle - 1 \right) + \mu \right\} \]
\[ + \int_{-\infty}^{\infty} dx \left\langle \delta p(s|x) n(x) \left[ \ln p(s|x) + 1 + \lambda(x) \right] \right\rangle = 0. \quad (14.23) \]

Equation 14.23 has to be fulfilled for variations \( \delta p(s|x) \) and \( \delta n(x) \). This means that the expressions multiplied by \( \delta p(s|x) \) and \( \delta n(x) \) in Eq. 14.23 have to be zero. First, we consider the term multiplied by \( \delta p(s|x) \):

\[ \ln p(s|x) + 1 + \lambda(x) + Z \Psi(x + s) + Z \Psi(x - s) = 0, \quad (14.24) \]
from which the conditional probability density can be calculated:

\[ p(s|x) = \exp \left\{ -Z \Psi(x + s) - Z \Psi(x - s) - 1 - \lambda(x) \right\}. \quad (14.25) \]

The normalization condition (Eq. 14.4) determines the local Lagrange parameter \( \lambda(x) \) and Eq. 14.25 becomes

\[ p(s|x) = \frac{e^{-Z \Psi(x+s) - Z \Psi(x-s)}}{\langle e^{-Z \Psi(x+s) - Z \Psi(x-s)} \rangle}. \quad (14.26) \]

We also consider the terms multiplied by \( \delta n(x) \):

\[ \ln \langle n(x) v_0 \rangle + \left\langle p(s|x) \left[ Z \Psi(x + s) + Z \Psi(x - s) \right] \right\rangle 
\[ + \left\langle p(s|x) \ln p(s|x) \right\rangle + \mu = 0. \quad (14.27) \]

By substituting Eq. 14.26 in Eq. 14.27, we obtain the equation for the number density:

\[ n(x) = \frac{e^{-\mu}}{v_0} \langle e^{-Z \Psi(x+s) - Z \Psi(x-s)} \rangle. \quad (14.28) \]
Substituting Eqs. 14.28 and 14.26 in equation \( n(x, s) = n(x) \, p(s|x) \) yields

\[ n(x, s) = \frac{e^{-\mu}}{v_0} e^{-Z \Psi(x+s) - Z \Psi(x-s)}. \quad (14.29) \]

Using the definition \( n(x, s) = n(x) \, p(s|x) \) the volume charge density (Eq. 14.18) reads

\[ \rho(x)/Ze_0 = \left\langle n(x - s, s) + n(x + s, s) \right\rangle. \quad (14.30) \]
Substituting Eq. 14.29 in Eq. 14.30 yields

$$\rho(x) = \frac{Z\varepsilon_0}{v_0} \left( e^{-Z\psi(x)-Z\psi(x-2s)-\mu} + e^{-Z\psi(x)-Z\psi(x+2s)-\mu} \right).$$ \hspace{1cm} (14.31)

In the first term of Eq. 14.31, the variable $-s$ is replaced by $s$ and then the two terms are added to get

$$\rho(x) = \frac{2\varepsilon_0 Z}{v_0} \left( e^{-Z\psi(x)-Z\psi(x+2s)-\mu} \right).$$ \hspace{1cm} (14.32)

The averaging is performed over $s$. The derived expression Eq. 14.32 for the volume charge density $\rho(x)$ and the Poisson equation 14.15 yield the integro-differential equation for the reduced electric potential in the form:

$$\Psi''(x) = -\frac{8\pi I_B Z}{v_0} \left( e^{-Z\psi(x)-Z\psi(x+2s)-\mu} \right).$$ \hspace{1cm} (14.33)

The boundary conditions for Eq. 14.33 at both charged surfaces $x = 0$ and $x = D$ are

$$\Psi'(x = 0) = -\frac{4\pi I_B \sigma}{\varepsilon_0}, \quad \Psi'(x = D) = \frac{4\pi I_B \sigma}{\varepsilon_0},$$ \hspace{1cm} (14.34)

In this theoretical model, the finite size of charged nanoparticles is taken into account only by considering the distance of closest approach of the centre of the nanoparticles to the charged surface $(l/2)$.

Equation 14.33 was solved numerically as described in May et al. (2008). The solution of the integro-differential Eq. 14.33 yields the equilibrium reduced potential $\Psi(x)$, and the corresponding equilibrium distribution $n(x)$ and probability density $p(s|x)$. When the charged nanoparticles are uniformly distributed between the charged surfaces, the free energy is independent of the distance between the charged surfaces and can therefore be taken as a reference value in determining the values of the equilibrium free energy. Figure 14.6 shows the electrostatic free energy (Eq. 14.7) as a function of the distance between the two negatively charged surfaces for two different surface charge densities and two different distances between the charges within a single nanoparticle $(l = 2 \text{ nm} \text{ and } l = 5 \text{ nm})$ (see also Fig. 14.4). For small surface charge density $|\sigma|$ and small separation between the charges within the charged nanoparticle, the interaction is found to be repulsive for
Figure 14.6 Normalized free energy $f$ (Eq. 14.7) as a function of the distance between the negatively charged surfaces $D$ for $Z = 1$, two different surface charge densities: $\sigma = -0.033 \text{ As/m}^2$ and $\sigma = -0.1 \text{ As/m}^2$, and two different distances between the charges within the nanoparticle: $l = 2 \text{ nm}$ (left figure), $l = 5 \text{ nm}$ (right figure), $l_B = 0.7 \text{ nm}$. Reprinted with permission from Urbanija, J., Bohinc, K., Bellen, A., Maset, S., Iglič, A., Kralj-Iglič, V., and Sunil Kumar, P. B. (2008b). Attraction between negatively charged surfaces mediated by spherical counterions with quadrupolar charge distribution. J. Chem. Phys., 129, pp. 105101. Copyright 2008, AIP Publishing LLC.

all distances between the charged surfaces. However, large enough $|\sigma|$ and $l$ yield non-monotinous behaviour of the free energy $f$ with a minimum representing the equilibrium distance between the charged membrane surfaces.

We now discuss the results obtained from our theoretical analysis and MC simulations. MC simulations are widely used to describe solutions of point-like ions (Hatlo and Lue, 2009; Moreira and Netz, 2002), finite-sized ions (Bhuiyan and Outhwaite, 2009; Ibarra-Armenta et al., 2009; Tresset, 2008) or ions with internal charge distribution (Kim et al., 2008; May et al., 2008; Urbanija et al., 2008b) in contact with charged surface(s). In the MC simulation presented in this section, the standard MC Metropolis algorithm (Frenkel and Smith, 1996) with Lekner periodic boundary conditions (Lekner, 1991) in the directions parallel to the charged walls is used. A system
of 100–200 spheres confined between two impenetrable charged surfaces is considered. As in the theory, the hard core interaction between the nanoparticles and charged walls is taken into account by means of the distance of closest approach \((l/2)\), while the hard core interaction between charged nanoparticles is not considered. In each MC step, a spherical nanoparticle is chosen at random to be randomly rotated around its centre or linearly displaced. Selection of the type of move (orientational or translational move) has the same probability. Random linear displacement and random rotation ensure proper consideration of the translational and orientational entropy of the system (Frenkel and Smith, 1996). Computation of the potential in a periodic system with 2-D symmetry is performed by the Leckner–Sperb method (Leckner, 1991; Sperb, 1998), which is an alternative to Ewald summation (Ewald, 1921), whereas we use an implementation similar to that performed in (Moreira and Netz, 2002).

Figure 14.7 shows the results obtained from solutions of the integro-differential equation and MC simulations for the volume charge density \(\rho(x)\) in a solution of divalent charged spherical nanoparticles \((Z = 1)\) confined between two negatively charged planar surfaces separated by a distance \(D\). For the \(D\) value which is comparable to the separation of charges within a single charged nanoparticle \((l)\); that is, for \(D = 2.5\ \text{nm}\) (squares), the charge density profile in the solution exhibits a single peak at each side indicating that the nanoparticles (on the average) orient to form bridging between the two charged planar surfaces. On the other hand, for somewhat larger distances \((D = 4\ \text{nm})\) between the charged surfaces, we see a peak in the middle (triangles), which corresponds to overlapping of the ordered macro-ions (see Fig. 14.8). The charges on nanoparticles of both layers contribute to \(\rho(x)\) at \(x = D/2\), so a central peak in the volume charge density \(\rho(x)\) is formed. For even larger distances \((D = 8\ \text{nm})\), the profile exhibits twin-peaks close to both charged surfaces due to orientational ordering of nanoparticles having one charge close to the charged surface. The excellent agreement between the calculated volume charge density profiles (curves) and the results of MC simulations (points) can be seen.
Figure 14.7  Profile of the volume charge density due to positively charged divalent nanoparticles \((Z = 1)\) between two negatively charged surfaces. Lines represent the solutions of the integro-differential Eq. 14.33, points represent results of the MC simulations. Model parameters: \(l = 2\) nm, \(\sigma = -0.07\) As/m\(^2\). Reprinted with permission from Urbanija, J., Bohinc, K., Bellen, A., Maset, S., Iglič, A., Kralj-Iglič, V., and Sunil Kumar, P. B., Attraction between negatively charged surfaces mediated by spherical counterions with quadrupolar charge distribution. *J. Chem. Phys.*, 129, pp. 105101. Copyright 2008, AIP Publishing LLC.

Figure 14.8  Schematic representation of spherical charged divalent nanoparticle positions and orientations at distance \(D \approx 4\) nm, where the diameter of the macro-ion is \(l = 2\) nm. At the distance \(D = 4\) nm, a peak in the density distribution of charges appears in the middle between the surfaces, as seen in Fig. 14.7.

Figure 14.9 shows the orientational order of the nanoparticles in terms of the nematic order parameter \(S = \langle (3 \cos^2(\vartheta) - 1)/2 \rangle\), where the angle \(\vartheta\) describes the orientation of the axis connecting the two charges of the nanoparticle with respect to the \(x\) axis. \(S = 0\) means that the nanoparticles are not oriented, while \(S = 1\)
Figure 14.9  The average order parameter $S = \langle (3 \cos^2 \vartheta - 1)/2 \rangle$ describing the average orientation of divalent spherical nanoparticles ($Z = 1$), where $\vartheta$ is measured with respect to the $x$ axis (A); as a function of the distance between the charged surfaces $D$ for $Z = 1$, $l = 2 \text{ nm}$, $\sigma = -0.07 \text{ As/m}^2$ and (B): as a function of the surface charge density $|\sigma|$ for $Z = 1$, $l = 2 \text{ nm}$, $D = 2.5 \text{ nm}$. Lines: solutions of the integro-differential Eq. 14.33. Points: results of the MC simulations. Reprinted with permission from Urbanija, J., Bohinc, K., Bellen, A., Maset, S., Iglič, A., Kralj-Iglič, V., and Sunil Kumar, P. B., Attraction between negatively charged surfaces mediated by spherical counterions with quadrupolar charge distribution. J. Chem. Phys., 129, pp. 105101. Copyright 2008, AIP Publishing LLC.

corresponds to the nanoparticles being fully oriented with respect to the reference axis.

The average orientation of the quadrupoles entrapped in the spherical nanoparticles is orthogonal to the charged surfaces, in contrast to the configuration of rod-like nanoparticles (May et al., 2008), which is mostly parallel. The order parameter $S$ is sensitive to the charge density of the surface. As larger $|\sigma|$ gives a stronger field and a steeper gradient of the field in the vicinity of the charged surfaces, $S$ increases with increase in $|\sigma|$. The dependence of $S$ on $D$, however, exhibits a maximum close to an intercharge distance $D \approx l$ (Fig. 14.7).

The concept of free energy decrease due to orientational ordering was previously used in determination of the equilibrium shapes of phospholipid bilayers (Jorgačevski et al., 2010; Kralj-Iglič et al., 1999, 2006) (see also Sections 7.1 and 7.8), where it was shown
that the in-plane orientational ordering of membrane constituents can decrease the free energy of a phospholipid vesicle by stabilizing shapes with larger area regions of unequal principal membrane curvatures. The in-plane ordering of membrane components was later generalized to 3-D ordering of ions in the electric double layer (May et al., 2008; Urbanija et al., 2008b). The results in this section show that internal degrees of freedom (orientational and positional ordering of constrained charges), coupled with a particular form of direct interaction between the charges (an imposed fixed distance within pairs of charges within nanoparticles), contribute to the decrease of the free energy of the system of spherical charged nanoparticles between two charged surfaces. Orientational ordering enables the nanoparticles to attain a configuration which is energetically most favourable. The effect is strong enough to cause an attractive interaction between like-charged surfaces. The origin of the bridging attraction in the system of spherical-charged nanoparticles with quadrupolar charge distribution (Urbanija et al., 2008b) is identical to that in the system of rod-like charged nanoparticles (Bohinc et al., 2004; Kim et al., 2008; May et al., 2008), namely the energetically favourable orientational ordering of the quadrupoles in the spatially varying electric field. However, in the system of spherical charged nanoparticles, the orientation of the quadrupoles is in effect orthogonal to the charged surfaces for all distances between the charged surfaces, while in the system of rod-like charged nanoparticles, the orientation of the rods is in effect parallel to the charged surfaces, except for distances $D$ which are close to the charge separation within the rods $I$, where both the parallel and the orthogonal orientations are energetically favoured (Urbanija et al., 2008b).

It should be noted that the attractive interaction between like-charged surfaces described in this chapter is obtained within the density functional theory which is a mean-field approach (Fig. 14.6). This interaction vanishes when the two charges within a single nanoparticle are brought towards the centre of the ion, as is obtained in the the standard Gouy–Chapman theory, to which our equations reduce when the parameter $l$ approaches zero (Urbanija et al., 2008b).
Figure 14.10 Normalized free energy $f = F/A kT$ as a function of the distance between the negatively charged surfaces $D$ for four different extensions $l$ between the charges within the charged nanoparticles. Other parameters are $Z = 1$, $\sigma = -0.033$ Ås/m² and $l_0 = 0.7$ nm. Reprinted with permission from Urbanija, J., Bohinc, K., Bellen, A., Maset, S., Iglč, A., Kralj-Iglč, V., and Sunil Kumar, P. B. (2008b). Attraction between negatively charged surfaces mediated by spherical counterions with quadrupolar charge distribution. J. Chem. Phys., 129, pp. 105101. Copyright 2008, AIP Publishing LLC.

Figure 14.10 shows that the interaction between the charged surfaces changes from attractive to repulsive as the distance between the charges in a single charged nanoparticle ($l$) decreases at a fixed surface charge density $\sigma$. Thus, the attraction between the like-charged surfaces shown in Fig. 14.6 does not derive from correlated interaction between the charged spherical nanoparticles. Instead, the attraction originates from intra-particle charge interactions, that is, an imposed inter-charged interaction expressed by a fixed distance between the charges within a single nanoparticle (Fig. 14.4). This effect may be also very important in DNA condensation by polyamines (Raspaud et al., 1998), since polyamines are water soluble linear molecules with monovalent charges separated at distance $l$ in the nanometer range.
To conclude, it is shown in this section that the density functional theory (which does not include direct interactions between nanoparticles) and the MC simulation (which in contrast does include direct interactions between nanoparticles) show remarkably good agreement for the volume charge density profiles between charged surfaces (Fig. 14.7) and for the average orientational order parameter of the nanoparticles (Fig. 14.9). We thus argue that the bridging effect arising from the orientational ordering of nanoparticles with internal charge distribution is sufficient for attractive interaction between like-charged surfaces, as revealed within the mean-field approach (May et al., 2008; Urbanija et al., 2008b). The direct interaction between charged nanoparticles may give rise to additional effects.

14.1.2 Counterions and Coions

In the previous section, the functional density theory was used to describe attractive interactions between two negatively charged surfaces. However, Section 14.1.1 is limited to a system of two like-charged surfaces separated by a solution of multivalent counterions only. In order to describe theoretically the observed plasma-mediated (Fig. 14.1) or IgG antibody-mediated attractive interactions between negatively charged membranes (see Chapter 18 and Frank et al., 2008), this section is extended to the more general case of a solution composed of two kinds of charged nanoparticles, that is, positively and negatively charged multivalent charged nanoparticles. The results presented in this section indicate that in systems with both positive and negative nanoparticles (plasma (Fig. 14.1) or IgG antibody solutions) with internal charge distribution, attractive interactions between like-charged membranes can also occur. It is shown that the positional and orientational ordering of positive and negative nanoparticles with spatially distributed charges is crucial for this process (phenomenon).

The model is basically the same as described in the previous Section 14.1.1. In the model, the charge of a single-charged nanoparticle is composed of two negative or positive charges (each of the valency \( Z \)), separated by the distance \( l \) equal to the diameter of the nanoparticle. The solution of positive and negative
nanoparticles is sandwiched between two large, planar negatively charged surfaces (Fig. 14.11) with surface charge density $\sigma$. The distance between the two charged surfaces is again denoted as $D$. As well as in the case of counterions only (Section 14.1.1), we assume here that there is no electric field behind the charged surfaces, which is equivalent to the condition of electroneutrality of the whole system. The electrostatic field varies only in the normal direction between the two charged surfaces (i.e., in the $x$-direction). The charged spherical nanoparticles are characterized by a positional and an orientational degree of freedom.

The number density $n_i(x)$ refers to the number density of nanoparticle centres. If the centre of the charged nanoparticle is located at position $x$, then the two point charges of the nanoparticle are located at geometrically opposite sides, that is, at $x + s$ and
$x - s$ with a certain probability density $p_i(s|x)$ for each value of $s$. Here, $i = +$ stands for positively charged nanoparticles and $i = -$ for negatively charged nanoparticles. Taking into account that the two point charges are indistinguishable, all possible orientations of a nanoparticle can be described by the values of $s$ in the interval $0 < s < l/2$ (see Fig. 14.11). Therefore, the probability density should satisfy the conditions (Peruková et al., 2010a):

$$\frac{2}{l} \int_0^{l/2} ds \ p_i(s|x) = 1$$  \hspace{1cm} (14.35)

and

$$p_i(s|x) = 0$$  \hspace{1cm} (14.36)

for any $x$ and $s > l/2$.

The free energy of the system (normalized per unit area of the charged surface $A$ and thermal energy $kT$) is composed of the energy stored in the electrostatic field (first line) and the translational and orientational entropy (second and third line) of the charged spherical nanoparticle (Peruková et al., 2010a):

$$\frac{F}{A k T} = \frac{1}{8 \pi l_B} \int_0^D dx \ \Psi'(x)^2$$

$$+ \int_0^D dx \ \left[ \sum_{i=\pm} n_i(x) \ \ln \frac{n_i(x)}{n_0} + 2 n_0 - \sum_{i=\pm} n_i(x) \right]$$

$$+ \int_0^D dx \ \sum_{i=\pm} n_i(x) \ \frac{2}{l} \int_0^{l/2} ds \ p_i(s|x) \ \ln p_i(s|x),$$  \hspace{1cm} (14.37)

where $\Psi(x)$ is the reduced electrical potential (Eq. 13.70), $n_i(x)$ is the number density of the centres of the macro-ions of type $i$, $n_0$ is the bulk number density of positive and negative macro-ions, and $l_B = 0.7 \text{ nm}$ is the approximate value of the Bjerrum length in water (Eq. 13.76). The second line in Eq. 14.37 describes the translational entropy of positively and negatively charged nanoparticles in the system in the limit of infinite dilution (Eq. 13.34). The third line in Eq. 14.37 is the orientational entropy of all nanoparticles in the system and is calculated by summation over all positive and negative
nanoparticles in the space between the two charged surfaces, where the integral of $p_i(s|x)$ ln $p_i(s|x)$, running over all possible $ds$, gives the orientational entropy of a single nanoparticle at position $x$.

As in the previous Section 14.1.1, the centres of the nanoparticles are assumed to be restricted only to the region $l/2 \leq x \leq (D - l/2)$ (see Fig. 14.11), which ensures that the spherical nanoparticles cannot penetrate through the membrane surfaces. In thermal equilibrium, the free energy $F = F[n_i(x), p_i(s|x)]$ is minimal with respect to the functions $n_i(x)$ and $p_i(s|x)$. From a similar variational procedure as described in the previous section, taking into account the constraint (Eq. 14.35) and the constraints for conservation of the total numbers of positively and negatively charged nanoparticles, follows the expression for conditional probability (Perutková et al., 2010a):

$$p_i(s|x) = \frac{e^{-i Z \psi(x+s) - i Z \psi(x-s)}}{\langle e^{-i Z \psi(x+s) - i Z \psi(x-s)} \rangle}, \quad i = +, - ,$$  

(14.38)

and the number density of the centres of the positively and negatively charged nanoparticles (Perutková et al., 2010a):

$$n_i(x) = n_0 \langle e^{-i Z \psi(x+s) - i Z \psi(x-s)} \rangle, \quad i = +, - ,$$  

(14.39)

where $n_i(x)$ is defined only in the region $l/2 \leq x \leq (D - l/2)$ and the average value of an arbitrary function $g(x, s)$ in the region $0 \leq s \leq l/2$ is defined as in Eq. 14.6.

The magnitude of the local volume charge density due to the charged nanoparticles of $i$-th type at coordinate $x$ ($\rho_i(x)$) contains the contribution from the charges of the nanoparticles of $i$-th type having their centres located in the region $[x - l/2, x + l/2]$:

$$\frac{\rho_i(x)}{Ze_0} = \langle n_i(x - s, s) + n_i(x + s, s) \rangle, \quad i = +, - ,$$  

(14.40)

where $n_i(x - s, s) = n_i(x - s) p_i(s|x-s)$ is the contribution of the nanoparticles with their centres located on the left side of $x$ at the positions $(x - s)$, while $n_i(x + s, s) = n_i(x + s) p_i(s|x+s)$ is the contribution of the nanoparticles with their centres located on the right side of $x$ at the positions $(x + s)$. The function $n_i(x, s)$ is defined in the same way as in the previous section:

$$n_i(x, s) = n_i(x) p_i(s|x).$$  

(14.41)
Substituting Eqs. 14.38 and 14.39 into Eq. 14.40 yields the total charge density \( \rho(x) \) in the form:

\[
\frac{\rho(x)}{Ze_0} = \sum_{i=\pm} i \frac{\rho_i(x)}{Ze_0} = 2n_0 \sum_{i=\pm} i \left< e^{-iZ\psi(x)-iZ\psi(x+2s)} \right>,
\]

where Eqs. 14.38 and 14.39 were taken into account.

By substituting \( \rho(x) \) from Eq. 14.42 into the Poisson equation

\[
\psi''(x) = -4\pi l_B \frac{\rho(x)}{e_0},
\]

we obtain the integro-differential equation for the reduced electric potential:

\[
\psi''(x) = -8\pi l_B Z e_0 n_0 \sum_{i=\pm} i \left< e^{-iZ\psi(x)-iZ\psi(x+2s)} \right>.
\]

The boundary conditions at both charged surfaces are given by Eqs. 14.34. The numerical solution of Eq. 14.43, taking into account the boundary conditions (Eq. 14.34) yields the equilibrium potential \( \psi(x) \), the equilibrium number density \( n_i(x) \) (Eq. 14.39) and the probability densities \( p_i(s|x) \) (Eq. 14.38) for different values of the charge parameter

\[
P = 2\sigma \pi l_B l_D/e_0,
\]

where \( l_D = (\varepsilon_r \varepsilon_0 kT/8e_0^2 n_0)^{1/2} \) is the Debye length. This definition of the Debye length is equivalent to that of a 2:2 electrolyte, containing divalent point-like ions, where valency \( Z = 2 \) (Eq. 13.71).

The density profile of the charge between two negatively charged surfaces is depicted in Figs. 14.12 and 14.13 for different values of charge parameter \( P \) (Eq. 14.44) and different distances between the charged surfaces \( D \). For comparison, the calculated number densities \( n_i(x) \) and corresponding volume charge density \( \rho_i(x) \) between the charged surfaces are also determined by MC simulations.

The standard Metropolis algorithm was used in the MC simulations (Metropolis et al., 1953) as described in the previous Section 14.1.1 for the model schematically shown in Fig. 14.11. The canonical system consisted of a mixture of positively and negatively charged spheres (there were between 100 and 178 spheres in a box with volume \( AD \), where \( D \) is the distance between two negatively charged surfaces with area \( A \)). The shortest distance between positive and negative charges was set to be of the magnitude of the Bjerrum length \( l_B = 0.7 \text{ nm} \) to avoid agglutination of opposite
Figure 14.12 The volume charge density profile ($\rho_l(x)$) of divalent spherical nanoparticles ($l = 2$ nm, $Z = 1$) between two negatively charged surfaces calculated for two different values of charge parameter $P$ and two different distances $D$: (a) $P = -0.1$, $D = 2.5$ nm; (b) $P = -0.1$, $D = 4$ nm; (c) $P = -0.5$, $D = 2.5$ nm; (d) $P = -0.5$, $D = 4$ nm. Theoretical predictions of $\rho_l(x)$ (lines) are compared to corresponding MC results (diamonds and circles). Reprinted with kind permission from Springer Science+Business Media: Perutková, Š., Frank, M., Bohinc, K., Bobojevič, K., Zelko, J., Rozman, B., Kralj-Iglič, V., and Iglič, A. (2010). Interaction between equally charged membrane surfaces mediated by positively and negatively charged nanoparticles. *J. Membr. Biol.*, 236, pp. 43–53.

charges to each other, and consequently to retain random movement of the particles. Due to repulsive forces, the distance between equal charges was considered to be arbitrary. The number of positively and negatively charged nanoparticles ($N_+, N_-$) was determined in accordance with theoretical predictions so that the system was kept electroneutral by the relation: $A^{1/2} = ((N_+ - N_-)e_0/\sigma)^{1/2}$. From MC simulations it was then possible to obtain the volume charge
Figure 14.13  The spatial dependence of the magnitude of electric field strength (first row), the volume charge density of the positively charged nanoparticles (counterions) and negatively charged nanoparticles (coions) (second row), and the average order parameter $S$ computed in six slices along the $x$-axis (positive nanoparticles: crosses, negative nanoparticles: stars) (third row) in the space between the two charged surfaces at the distance $D = 8$ nm. The value of the charge parameter: $P = -1$ (first column), $P = -2$ (second column). The values of other model parameters: $l = 2$ nm, $Z = 1$. Reprinted with kind permission from Springer Science+Business Media: Perutková, Š., Frank, M., Bohinc, K., Bobojevič, K., Želko, J., Rozman, B., Kralj-Iglič, V., and Iglič, A. (2010). Interaction between equally charged membrane surfaces mediated by positively and negatively charged nanoparticles. *J. Membr. Biol.*, 236, pp. 43–53.

densities of the positive and negative nanoparticles between the negatively charged surfaces ($\rho_p(x)$) as well as their orientation.

The very good agreement between the theoretical prediction and MC simulations can be seen in Figs. 14.12 and 14.13 for low values of $|P|$ (i.e., low $|\sigma|$), as well as for higher values of $|P|$ (i.e., higher $|\sigma|$).
Figure 14.13 shows the dependence of the average order parameter $S = \langle 3 \cos^2(\theta) - 1 \rangle / 2$ on position in the space between the charged surfaces. The average order parameter $S = \langle 3 \cos^2(\theta) - 1 \rangle / 2$ within the slices of thickness $1/2 = 1$ nm along the $x$ axis direction was calculated to find the orientation of the nanoparticles as a function of variation of the electric field strength in the space between the two charged surfaces (Perutková et al., 2010a). For positively charged nanoparticles the average order parameter was defined with respect to the reference orientation along the $x$ direction, while for the negatively charged nanoparticles with respect to the reference orientation along the $y$ direction. The value $S = 0$ corresponds to random orientation of the macro-ions, while the value $S = 1$ coincides with fully oriented macro-ions along the reference axis. It can be seen in Fig. 14.13 that at $x = D/2$, where the magnitude of the electric field strength $E = 0$, the value of $S = 0$. As the absolute value of $E$ increases in directions towards the two charged surfaces, the order parameter $S$ also increases in these two directions (Fig. 14.13). Therefore, $S$ has its highest value when the particle is in the close vicinity of the charged surface. The values of $S$ for spherical nanoparticles near the charged surfaces increase with increase in surface charge density $|\sigma|$ (Gongadze et al., 2013; Perutková et al., 2010a). Such behaviour of the average orientations of the nanoparticles, together with the fact that the number density of their centres is usually the highest at the distance $l/2$ from the surface, contribute to the phenomenon that positively charged spherical nanoparticles try to bridge negatively charged surfaces at $D \approx l$, as shown in Fig. 14.14.

Figure 14.14 shows the equilibrium distances between the charged walls ($D_{eq}$) where the free energy $F(D)$ exhibits an absolute minimum. The values of $D_{eq}$ are shown as a function of nanoparticle diameter $l$ for different values of the charge parameter $P$. The results correspond to electrostatic bridging, as also predicted in Figs. 14.12 (a) and 14.12 (c). At large diameters the equilibrium distance $D_{eq}$ is approximately equal to the diameters of the spherical macro-ions $l$.

As indicated in experimental studies of agglutination of charged giant phospholipid vesicles with physiologically relevant contents of negative charge in solutions with added blood plasma (Fig. 14.1) or added IgG antibodies (see Chapter 18), macro-ions with internal
Figure 14.14 Stable equilibrium distances between the charged surfaces $D_{eq}$ as a function of $l$ for different charge parameters $P$, $Z = 1$. The values $\bar{D} = D/l_D$ and $\bar{l} = l/l_D$ are values of the distance between the two walls and the diameter of the spherical charged nanoparticles, respectively, normalized by the Debye length $l_D = 1$ nm. Reprinted with kind permission from Springer Science+Business Media: Perutková, Š., Frank, M., Bohinc, K., Bobojevič, K., Zelko, J., Rozman, B., Kralj-Iglič, V., and Iglič, A. (2010). Interaction between equally charged membrane surfaces mediated by positively and negatively charged nanoparticles. J. Membr. Biol., 236, pp. 43–53.

charge distribution may indeed induce strong attractive interaction between two negatively charged membranes.

To conclude, using functional density theory and MC simulations it was shown in this section that spherical nanoparticles with distinctive internal charge distribution may be strongly oriented in the vicinity of oppositely charged surfaces which may lead to bridging (attractive) forces between like-charged membrane surfaces at small separation distances (see also Fig. 14.15). The predicted equilibrium distances between two negatively charged membrane surfaces ($D_{eq}$) are only slightly larger than the diameter of the charged nanoparticles. Consequently, at the equilibrium
distance between two negatively charged surfaces there is practically no space for negatively charged nanoparticles (coions) which are nearly completely excluded from the space between the charged membranes (see Figs. 14.12(a,c)) so that bridging attractive interactions mediated by positively charged nanoparticles (counterions) prevail.

The average orientation of macro-ions in the solution between two like-charged surfaces have a strong influence on the attractive-repulsive interaction between like-charged surfaces (Gongadze et al., 2013; Kim et al., 2008; May et al., 2008; Perutková et al., 2010a; Urbanija et al., 2008b). Stronger orientation of the macro-ions in the orthogonal direction with respect to the charged surface contributes to stronger attraction between the like-charged surfaces. Based on the results presented in (Gongadze et al., 2013; Kabaso et al., 2011b; Perutková et al., 2013; Urbanija et al., 2008b), Fig. 14.15 shows schematically the difference in orientational ordering between rod-like and spherical macro-ions for small and large distance between the two like-charged surfaces. For small distances some of the rod-

---

**Figure 14.15** Schematic figure representing the different orientational ordering of rod-like and spherical macro-ions at small (left) and large (right) distance between two like-charged surfaces. Due to their stronger average orientation in the orthogonal direction spherical macro-ions are better mediators of attractive interactions between like-charged surfaces than rod-like macro-ions. Figure adapted from Gongadze et al. (2013).
like macro-ions are oriented orthogonally to the charged surfaces and some in a direction parallel to the charged surfaces (Fig. 14.15). On the other hand, for larger distances all rod-like macro-ions are oriented in a direction parallel to the charged surfaces (Gongadze et al., 2013; Perutková et al., 2013) (Fig. 14.15). In accordance with our observation, a rod-like macro-ion-mediated attractive interaction between two like-charged surfaces was predicted at small distances (Kim et al., 2008).

On the other hand, at high enough surface charge densities and macro-ion valency spherical macro-ions are mostly oriented orthogonally even for higher surface separations (Fig. 14.15) leading to the conclusion that spherical macro-ions are better mediators of attractive interactions between like-charged surfaces than rod-like macro-ions.

Excellent agreement between the results of functional density theory and MC simulations is predicted even at higher values of the coupling constant (Perutková et al., 2010a). This may be explained by the fact that at sufficiently large distances (l) between the two charges within a single charged divalent nanoparticle (see Fig. 14.11), the charge–charge correlation within the single-charged nanoparticle (i.e., intra-particle correlation) plays an important role. This is the main reason why the predictions of the functional density theory presented are in good agreement with the predictions of MC simulations over a large range of model parameters, in spite of the fact that the inter-particle (inter-ionic) correlations are neglected in the mean-field functional density theory. It is therefore expected that the agreement would not be so good for smaller distances between the charges l within a single nanoparticle (i.e., when the distances between the two charges would be smaller than the diameter of the nanoparticle) and especially for point-like nanoparticles where the distance between charges l would approach zero.

The above described theoretical analysis (Perutková et al., 2010a) involves a number of approximations, such as neglecting the image forces due to the different relative (dielectric) constant of a water solution of charged nanoparticles and the membrane. Also we totally neglected the short-range attractive van der Waals forces and the short range attractive or oscillatory hydration forces between charged surfaces which might be important if the sugar residues
attached to proteins and lipids on the membrane surface do not eliminate them (Israelachvili, 1997).

Nevertheless, it is clearly evident (by functional density theory and MC simulations) that the adhesion between two equally charged surfaces can be driven by Coulombic interactions between the charged surfaces and spherical divalent positively and negatively charged nanoparticles (counterions and coions) (Perutková et al., 2010a). It is indicated that the charged nanoparticle-mediated attractive interaction between like-charged surfaces is primarily driven by orientational and positional ordering of divalent positively and negatively charged nanoparticles if the distance between the charges within the single nanoparticle is large enough (Perutková et al., 2010a).

14.2 Attraction between Negatively Charged Membrane Surfaces Mediated by Bound-Charged Proteins

In this section, we briefly discuss the possible physical origin of the attractive interactions observed between negatively charged membrane surfaces induced by binding of charged proteins to the membrane surface (see Fig. 14.16). Figure 14.17 shows an example of a rod-like (fish hook shape) \( \beta_2\)-GPI molecule (Bouma et al., 1999; Hagihara et al., 1995; Miyakis et al., 2004; Wang et al., 2002) bound to the surface of a negatively charged membrane. It was indicated that the specific spatial distribution of charge within the proteins (e.g., \( \beta_2\)-GPI) attached to the charged membrane surface may induce the attraction between like-charged membrane surfaces (Lokar et al., 2008; Urbanija et al., 2008a).

Atomic force microscopy revealed that bound \( \beta_2\)-GPI has a horizontal-like orientation on the bilayer surface (Gamsjaeger et al., 2005; Hamdan et al., 2007). However, the terminal charged groups of \( \beta_2\)-GPI are considered to participate in electrostatic bridging forces between two like-charged membrane surfaces where bound \( \beta_2\)-GPI molecules should have a vertical position with the positively charged first domain bound to the neighbouring membrane (Fig. 14.19 and (Hamdan et al., 2007; Lokar et al., 2008; Urbanija et al., 2008a).
Figure 14.16  Agglutination of $\beta_2$-GPI-induced spherocytic RBCs at a low volume density of RBCs in the suspension. White arrows point to complexes of RBCs, that is, chains of self-assembled spherocytic RBCs. The dotted arrow points to RBCs which are not fully agglutinated, but are close together. Black arrows point to the negatively charged POPC-cardiolipin-cholesterol giant vesicles. Some spherocytic RBCs are attached to the giant phospholipid vesicle surface. Reprinted from Bioelectrochemistry, 73(2), Maruša Lokar, Jasna Urbanija, Mojca Frank, Henry Hägerstrand, Blaž Rozman, Malgorzata Bobrowska-Hägerstrand, Aleš Iglič, Veronika Kralj-Iglič. Agglutination of like-charged red blood cells induced by binding of $\beta_2$-glycoprotein I to outer cell surface, pp. 110–116, Copyright 2008, with permission from Elsevier.
We suggest that $\beta_2$-GPI induces attraction between negatively charged membrane surfaces. This attraction is governed by electrostatic attraction between the positively charged first domain on the tip of the membrane-bound $\beta_2$-GPI and the negatively charged lipid headgroups of cardiolipin in the opposite membrane (Fig. 14.19).

For the sake of simplicity we assume that bound $\beta_2$-GPI is always in a vertical position (Fig. 14.17). The terminal (fifth and first) domains of $\beta_2$-GPI have net positive charge (Fig. 14.17). If the membrane is negatively charged, the fifth domain strongly binds to the membrane surface (see Fig. 14.17) because of electrostatic attraction and also because of insertion of the hydrophobic loop into the membrane (Bouma et al., 1999; Schwarzenbacher et al., 1999).

In the simplest theoretical model, we can consider two planar charged lipid surfaces with an electrolyte (salt) solution between them (Fig. 14.18). The positively charged first domains of membrane-bound $\beta_2$-GPI create positively charged region approximately at the distance $D$ of the $\beta_2$-GPI's length away from each surface (Fig. 14.18). In the model, the positive charge of the tips of
Figure 14.18 Free energy $\Delta F = F - F(h \to \infty)$ as a function of $h$ for four different values of $\sigma_1$: 0.001 As/m² (a), 0.004 As/m² (b), 0.007 As/m² (c), 0.01 As/m². The length of the $\beta_2$-GPI molecule $D = 10$ nm. The surface charge density of both lipid surfaces and the buffer concentration are constant: $\sigma = -0.02$ As/m². The salt concentration in the bulk solution $n_0/N_A = 15$ mmol/l, where $N_A$ is Avogadro's number.

the $\beta_2$-GPI molecules bound to both surfaces is represented by two charged surfaces (with surface charge densities $\sigma_1$) at the distance $D$ from each of the lipid surfaces. The electric charge distribution of both lipid surfaces in the first approximation is described by the surface charge densities of both charged surfaces ($\sigma$), where the contribution due to fifth domain of bound $\beta_2$-GPI molecules is neglected.

Fig. 14.18 shows the free energy ($F$) of the system:

$$F = \int_0^h \left( \frac{1}{2} \varepsilon_0 \varepsilon_0 \left( \frac{d\phi}{dx} \right)^2 + kT \sum_{i=\pm} \left( n_j \ln \left( \frac{n_j}{n_0} \right) - (n_j - n_0) \right) \right) dx,$$

including the configurational entropy of the anions ($i = -$) and cations ($i = +$) (Eq. 13.34), as a function of the distance ($h$) between the two adjacent membrane surfaces with attached $\beta_2$-GPI molecules, calculated as described in (Lokar et al., 2008;
Urbanija et al., 2008a). Here, $n_i$ are the number densities of anions ($i = -$) and cations ($i = +$) in the salt solution between the charged membrane surfaces. As can be seen in Fig. 14.18, the free energy $F$ first increases with decrease in intermembrane distance $h$ and then decreases with decrease in $h$ until the absolute minimum of $F$ close to $h \approx D$ is reached. The results presented in Fig. 14.18 reflect the fact that two adjacent membranes without bound $\beta_2$-GPI molecules repel each other, while for a high enough concentration of membrane-bound $\beta_2$-GPI the force between two negatively charged cardiolipin-containing membranes becomes strongly attractive, leading to the equilibrium distance at $h \approx D$ (Fig. 14.18). The origin of the attractive interactions between two like-charged membrane surfaces is the electrostatic attraction between the positively charged first domain on the tip of the membrane-bound $\beta_2$-GPI and the negatively charged components of the opposite membrane (Perutková et al., 2013) (Fig. 14.19).

The strength of the $\beta_2$-GPI mediated electrostatic adhesion between negatively charged membrane surfaces ($|\Delta F(h \approx D)/A|$) (Fig. 14.18) strongly decreases with increase in the bulk salt concentration ($n_0/N_A$) (Lokar et al., 2008). This is in accordance with experimental observations which indicate that the capability
of $\beta_2$-GPI to induce agglutination of negatively charged giant lipid vesicles or agglutination of negatively charged RBCs decreases with increase in ionic strength (Lokar et al., 2008; Sodin-Šemrl et al., 2008). The observed decreased degree of $\beta_2$-GPI-induced agglutination of RBCs at higher ionic strength (Lokar et al., 2008) may also be partially the consequence of altered (reduced) $\beta_2$-GPI binding to negatively charged RBCs at higher ionic strength (see also Wang et al., 1998).

In conclusion, in this section we described the attractive force between like-charged membrane surfaces mediated by bound charged proteins with a distinctive internal electric charge distribution. Theoretically, the $\beta_2$-GPI-mediated attraction between like-charged membrane surfaces was explained by bridging forces (Fig. 14.19) due to the specific spatial distribution of charge within the $\beta_2$-GPI molecules attached to the negatively charged membrane surfaces (Perutková et al., 2013).

### 14.3 Attraction between a Negatively Charged Nanostructured Implant Surface and Osteoblasts

The cell and tissue reactions to the composition of an implant, and especially to the chemical and physical features of the implant surface, ultimately determine the clinical success of an implant (Gongadze, 2011). The functional activity of cells in contact with the biomaterial is determined by the material characteristics of the surface, as well as by the surface topography (Gongadze et al., 2011a). The most widely used material in a gamut of medical applications is titanium, because it is non-toxic and is not rejected by the body.

In the past, different studies of implant surface modification have been performed at the micrometre scale level to improve the attachment of osteoblasts to the implant surface (Bobyn et al., 1980, 1982; Kabaso et al., 2011b). Recently, the titanium surface was modified by a self-assembled layer of vertically oriented TiO$_2$ nanotubes with diameters between 15 nm and 100 nm (Fig. 14.20) (Gongadze et al., 2012; Park et al., 2007). It was shown that adhesion, spreading, growth, and differentiation of cells on such vertically...
Figure 14.20 Electron microscope images of surface layers of self-assembled vertically aligned TiO$_2$ nanotubes synthesized by the anodization method. For preparation, an ethylene glycol solution with 0.3 wt. was used. The internal TiO$_2$ nanotube diameter is around 50–60 nm (A–D) and 100 nm (E–F), while the length could be up to 10 μm (B). Reprinted from Imani, R., Kabaso, D., Kreft, M. E., Gongadze, E., Penič, S., Elersić, K., Kos, A., Vranić, P., Zorec, R., and Iglić, A. Morphological alterations of T24 cells on flat end nanotubular TiO$_2$ surfaces. Croat Med J., 53, pp. 577–585. Copyright © 2012 by the Croatian Medical Journal. All rights reserved.

aligned TiO$_2$ nanotube surfaces critically depend on the diameter of the nanotubes (Park et al., 2007). A nanotube diameter of 15 nm seemed to be more appropriate for differentiation of mesenchymal, endothelial cells, and smooth muscle cells in comparison to 70–100 nm nanotubes and to amorphous (smooth) TiO$_2$ surfaces (Park et al., 2009b). Moreover, on the 100 nm TiO$_2$ nanotube surface, a larger number of cells underwent apoptosis compared to the 15 nm
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nanotube surface (Park et al., 2009b). Also cells do not spread on the 100 nm TiO₂ nanotube surface but instead develop a morphology with long protrusions (Park et al., 2007).

Titanium oxide nanotube surfaces in the range of 15–20 nm diameter seem to provide optimal topographical properties to support the adhesion of cells. The optimal spacing of 15–20 nm could be determined by the size of the extracellular integrin domain (10–12 nm) which allows or induces clustering of integrins into focal adhesion complexes (Park et al., 2007, 2009b). A smaller spacing of around 10 nm seems to be too small to allow integrin clustering. In line with these results, it was recently shown that bone regeneration on titanium implants with 30 nm nanotube surface is very different from that without nanotubes (von Wilmowsky et al., 2009).

The above described results indicate that the surface nanostructure of the implant is a decisive factor for surface cell adhesion and growth. The topography of TiO₂ nanotube surfaces within the very narrow window of 15–20 nm is optimal for certain vital cell processes and is not confined to a specific cell type (Park et al., 2009a,b). In addition, the above mentioned findings seem not to be limited to TiO₂ nanotube surfaces only, but are valid more generally for cell response to other topographical nanorough surfaces (Park et al., 2007; Popat et al., 2007, 2006), and could therefore in the future have an important impact on the design and composition of metallic implant surfaces.

The optimum efficiency of cell adhesion and spreading on 15 nm TiO₂ nanotube surfaces can be partially explained by the dimensions of the integrin head (Park et al., 2007). Yet the increased adhesion of cells to the 15 nm TiO₂ nanotube surface compared to a smooth titanium surface (Park et al., 2007, 2009a,b) must also be connected to the different strength of attractive interactions per unit area.

In this section we show that the increased surface charge density and electric field strength at the highly curved edges of a charged nanostructured surface such as a vertically oriented TiO₂ nanotube surface can make the main contribution to the increased strength of osteoblast adhesion (Gongadze et al., 2011a). The proposed explanation is based on the mechanism of protein-mediated attractive interaction between a negatively charged metallic or TiO₂ surface and the negatively charged osteoblasts (Kabaso et al., 2011b), as well
as on the cation-mediated binding of fibronectin (Heath et al., 2010). Therefore, the electric field strength near the highly curved edge of the metallic or TiO$_2$ surface is calculated, first in the limit of very sharp edges and finally within the Langevin–Bikerman model (see Section 13.7) for convex charged edges of finite curvature, where the spatial variation of permittivity near the metallic or TiO$_2$ surface is taken into account (Gongadze et al., 2011a).

14.3.1 Adhesion of Proteins to a Charged Surface

It was recently suggested that contact between the osteoblast membrane and the metallic or TiO$_2$ implant surface is established in two steps. Firstly, the osteoblast cell membrane makes a non-specific contact due to electrostatic forces (Kabaso et al., 2011b), followed by a second step, where specific binding involving integrin assembly into focal contacts takes place (Monsees et al., 2005; Park et al., 2007; Walboomers and Jansen, 2001).

Since osteoblasts are negatively charged (Smeets et al., 2009), they are electrostatically repelled by the negatively charged implant surface, unless some other attractive force is present in the system. Recently, a possible mechanism of osteoblast adhesion to the implant surface was proposed, assuming that positively charged proteins with internal charge distribution, attached to the negatively charged implant surface, serve as a substrate for the subsequent attachment of the negatively charged osteoblasts (Kabaso et al., 2011b; Smeets et al., 2009; Smith et al., 2004). In order to predict the orientation of such proteins near a charged implant surface, MC simulations of the distribution and the orientation of charged spheroidal proteins in the vicinity of the charged metallic or TiO$_2$ surface were performed (Gongadze et al., 2013; Kabaso et al., 2011b). It was shown (Gongadze et al., 2013; Kabaso et al., 2011b) that for high enough values of the charge density of the implant surface, the positively charged proteins with internal charge distribution are concentrated close to the charged implant surface and nearly completely oriented in a direction orthogonal to the charged surface (Figs. 14.21A and 14.15). It was also shown (Kabaso et al., 2011b) that at a high enough surface charge density of the implant surface and a distinctive internal charge distribution of the proteins, the
Figure 14.21  A: Schematic figure of the orientation of proteins with internal charge distribution, attached to a negatively charged metallic or TiO\textsubscript{2} surface (Gongadze et al., 2013; Perutková et al., 2013)(see also Fig. 14.15). For the sake of simplicity, in our model, the charge of a single spherical macro-ion is composed of two positive charges separated by a finite distance. B: Schematic figure of protein-mediated attraction between a negatively charged implant surface (left) and a negatively charged osteoblast surface (see also Gongadze et al., 2011a; Kabaso et al., 2011b). Two adjacent negatively charged implant and osteoblast surfaces without bound positively charged proteins repel each other, while for a high enough concentration of bound positively charged proteins with internal charge distribution the force between two negatively charged surfaces becomes strongly attractive (Gongadze et al., 2011a; Kabaso et al., 2011b), leading to an equilibrium distance approximately equal to the dimension of the proteins (see also Sections 14.1.1 and 14.2). Note that the positively charged proteins have a distinctive internal electric charge distribution.
positively charged proteins with internal charge distribution can turn the repulsive force between the negatively charged implant surface and the osteoblast surface into an attractive force. The corresponding attractive force is also called a bridging force (Kabaso et al., 2011b; Perutková et al., 2013). As described in Sections 14.1.1 and 14.2, the origin of the attractive interactions between two negatively charged surfaces is the electrostatic attraction between the positively charged domains on the tips of the titanium surface-bound proteins and the negative charges of the opposite osteoblast membrane (Fig. 14.21B). In accordance with the above suggested mechanism of protein-mediated interaction between negatively charged osteoblasts and the negatively charged implant surface, many studies in the past indicated that an increased negative surface potential on the implant promotes osteoblast adhesion and consequently, new bone formation (Gongadze et al., 2011a; Oghaki et al., 2001; Smeets et al., 2009; Teng et al., 2000).

In line with the predicted increase in strength of the protein-mediated attractive interaction between the negatively charged implant surface and osteoblast with increasing surface charge density (and electric field strength) (Kabaso et al., 2011b), we propose that the increased surface charge density and increased electric field strength at the sharp edges of the implant surface may promote protein-mediated adhesion of osteoblasts to the nanorough implant regions due to the increased accumulation of positively charged proteins with internal charge distribution (see Gongadze et al., 2011a, and Fig. 14.22A).

The increased electric field strength and surface charge density of nanorough implant regions with sharp edges and spikes may also promote the (divalent) cation-mediated adsorption of fibronectin to the negatively charged implant surface (Gongadze et al., 2012), and also in this way the integrin-mediated adsorption of cells to these implant regions. Fibronectin is an extracellular glycoprotein with a critical role in the process of cell adhesion (Gongadze et al., 2012; Heath et al., 2010). A hallmark of fibronectin function is its characteristic assembly into filaments and fibres to form an insoluble matrix which functions as a scaffold onto which extracellular domains of integrin molecules from the cell membrane are attached (Cooper, 2000; Nelea and Kaartinen, 2010). Fibronectin is negatively
Figure 14.22  (A): Schematic figure of the adhesion of positively charged proteins at the sharp edge of a negatively charged metallic or TiO₂ surface. Due to internal charge distribution the proteins exhibit strong orientation in the direction of the surface normal vector (Gongadze et al., 2011a; Kabaso et al., 2011b). (B): Schematic figure of cation-mediated adhesion of negatively charged fibronectin molecules to the highly curved edge of the implant surface (Gongadze et al., 2012).

charged at physiological values of pH (Bouafsoun et al., 2007). An increase in salt concentration leads to a reduced electrostatic repulsion between fibronectin and the negatively charged implant surface (Heath et al., 2010). Study of the effect of some metal cations revealed an enhancement of fibronectin adsorption on a negatively charged mica surface (Heath et al., 2010). The origin of this effect may be bridging and direct interaction forces (Heath et al., 2010; Urbanija et al., 2008b; Zelko et al., 2010). Accordingly,
it was indicated recently that increases in the negative net charge of a TiO₂ (implant) surface increases the fibronectin-mediated binding of osteogenic cell receptors (Rapuano and MacDonald, 2011). Moreover, it was also shown that a significantly higher amount of fibronectin was bound on 15 nm than on 100 nm TiO₂ nanotube surfaces (Gongadze et al., 2012). It was therefore proposed (Gongadze et al., 2011a, 2012) that the cation-mediated adhesion of fibronectin to the sharp edges of TiO₂ nanotubes is reinforced (Fig. 14.22B) by the increased electric field strength and increased surface charge density at sharp edges and spikes such as the edges of TiO₂ nanotube walls (Gongadze et al., 2012). In general, all these results suggest that the negatively charged implant surface plays a prominent role in the osseointegration of implant materials (Gongadze et al., 2011a; Rapuano and MacDonald, 2011).

To conclude, it was suggested that the increased electric field strength and corresponding surface charge density at the highly curved edges of vertically oriented 15 nm TiO₂ nanotubes or at the sharp edges of a rectangular titanium profile is important for efficient adhesion of cells (Gongadze et al., 2011a, 2012). In the case of TiO₂ of larger diameters nanotubes, the area density of the nanotube edge regions with high electric field is not optimal, that is, it is too small (Gongadze et al., 2011a, 2012). Similarly, in the case of wide ridges and grooves of a rectangular profile the area density of the edge regions with high electric field is also too small.

Based on the above arguments indicating the importance of the electric field strength and surface charge density of the implant surface in adhesion of cells, the electric field strength was calculated for different curvatures of sharp edges on the implant surface (Gongadze et al., 2011a) as described in the next subsection.

14.3.2 Electric Field Strength at Highly Curved Edges of the Implant Surface

In this subsection, the convex edge of the implant surface is first considered in the limit of very high curvature. Then, convex edges of finite curvature are also considered, where water ordering and the finite size of ions are also taken into account within the Langevin–Bikerman model (Section 13.7). For simplicity we assume that the
curvature of the implant surface in a perpendicular direction along the contour is constant. In order to estimate the electric potential near the convex implant metallic or TiO$_2$ surface, we solved the Laplace equation in cylindrical coordinates $r$ and $\varphi$ (Fig. 14.23):

$$
\frac{\partial^2 \phi}{\partial r^2} + \frac{1}{r} \frac{\partial \phi}{\partial r} + \frac{1}{r^2} \frac{\partial^2 \phi}{\partial \varphi^2} = 0.
$$

(14.46)

The solution of Eq. 14.46 in the limit of very high curvature of the convex edge, which mathematically represents a singularity, for small values of $r$ (Fig. 14.23) up to the first order term gives the electric potential $\phi(r, \varphi)$ in the form $\phi = A r^{2/3} \sin(2 \varphi/3)$, where $A$ is a constant which can be determined from the additional boundary condition. The electric field strength $\mathbf{E} = -\nabla \phi = \frac{\partial \phi}{\partial r} \mathbf{e}_r + \frac{1}{r} \frac{\partial \phi}{\partial \varphi} \mathbf{e}_\varphi$ is (Gongadze et al., 2011a):

$$
\mathbf{E} = -\frac{2A}{3} \frac{1}{r^{1/3}} \left( \sin(2 \varphi/3) \mathbf{e}_r + \cos(2 \varphi/3) \mathbf{e}_\varphi \right),
$$

(14.47)

where $\mathbf{e}_r$ and $\mathbf{e}_\varphi$ are unit vectors. It can be seen from Eq. 14.47 that the electric field diverges at the surface edge ($r \to 0$) and then decreases with distance from the edge and the distance from the
Table 14.1 Comparison of the magnitude of the electric field strength at the top of the surface of the convex implant edge \(E_{\text{top}}\) in direction of the symmetry axis \(\varphi = 3\pi/4\) (see also Fig. 14.22) calculated for different values of the edge curvature radius \(R\) within Langevin-Bikerman model

<table>
<thead>
<tr>
<th>R/nm</th>
<th>(E_{\text{top}}/(\text{V/m}))</th>
<th>(\sigma_{\text{top}}/(\text{As/m}^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0</td>
<td>(4.58 \cdot 10^8)</td>
<td>(-0.221)</td>
</tr>
<tr>
<td>2.0</td>
<td>(4.36 \cdot 10^8)</td>
<td>(-0.211)</td>
</tr>
<tr>
<td>3.0</td>
<td>(4.30 \cdot 10^8)</td>
<td>(-0.208)</td>
</tr>
<tr>
<td>(\infty)</td>
<td>(4.13 \cdot 10^8)</td>
<td>(-0.200)</td>
</tr>
</tbody>
</table>

Source: Gongadze et al. 2011a.

surface. The dependence of the electric field along the symmetry axis \((\varphi = 3\pi/4)\) is (Gongadze et al., 2011a):

\[
E(\varphi = 3\pi/4) = -\frac{2A}{3} \frac{1}{r^{1/3}} e_r. \tag{14.48}
\]

In the above theoretical consideration, the sharp implant edge mathematically represents a singularity. Yet no physical object has perfect corners but some degree of roundness. Therefore, the sharp edges were modelled as highly curved convex regions of different radii, where it was taken into account that the implant metallic or TiO₂ surface is in contact with an electrolyte solution (Gongadze et al., 2011a).

As shown in Table 14.1 (Gongadze et al., 2011a), the electric field strength is even higher if the curvature of the charged surface is increased. From the results summarized in Table 14.1, not only can we confirm high electric fields within the EDL, but also increased field strength on the convex part compared with the flat region \((R \rightarrow \infty)\).

It can be seen in Table 14.1 that the calculated surface charge density at the surface of greatest curvature of the convex metallic or TiO₂ edge \(\sigma_{\text{top}}\) in the direction of the symmetry axis \(\varphi = 3\pi/4\) (see also Fig. 14.23) increases with increase in curvature of the edge \(1/R\), where \(R\) is the curvature radius. As a consequence the electric field at the top of the curved convex edges of the metallic or TiO₂ surface
(\(E_{\text{top}}\)) increases with increase in edge curvature (Table 14.1), that is, with decreased curvature radius \(R\) of the edge. This may explain why the cells are most strongly bound along the sharp convex edges or spikes of nanostructured titanium surfaces (Puckett et al., 2008), where the electric field strength and surface charge density are the highest. The results given in Table 14.1 offer a possible explanation for the increased cation-mediated fibronectin adhesion and charged protein-mediated adhesion of osteoblasts on vertically aligned TiO\(_2\) 15 nm nanotubes with respect to adhesion to a smooth titanium surface (Gongadze et al., 2012; Park et al., 2007, 2009a,b). These results can also provide a basic framework for understanding why the actin filaments are strongly oriented and accumulated at the edges of the titanium surface.

Note that in the case of vertically aligned 15 nm diameter TiO\(_2\) nanotubes (Fig. 14.25), the radius of the curvature of the edges of the nanotube walls (\(R\)) is substantially smaller than 1 nm, which is the minimal value of \(R\) considered in Table 14.1. Therefore, the corresponding electric field at the 15 nm TiO\(_2\) nanotube wall edge is considerably increased (as shown in Table 14.1 in a non-linear manner) with respect to the value for \(R = 1\) nm given in Table 14.1.

14.3.3 Clustering of Integrin Molecules in Nanorough Surface Regions with Highly Curved Edges

In previous studies it has been shown that the integration of different cell types is more successful on small diameter (~15 nm) TiO\(_2\) nanotubes than on large diameter (100 nm) nanotubes. It was suggested that due to the extracellular surface of the integrin molecule, the distance between the edges of small diameter nanotubes allows interaction between integrin molecules that are bound to neighbouring sharp edges. Consequently, the free energy of the system is reduced, overcoming the loss of configurational entropy by the aggregation of integrin molecules (Gongadze et al., 2011a). Yet, the underlying mechanisms that drive the adhesion of a cell membrane to the sharp nanotube edges are not fully clear.

Above, in Sections 14.3.1 and 14.3.2, it is suggested that due to the increased electric field strength and increased surface charge density at sharp edges and spikes of different metallic profiles or
TiO$_2$ nanotube surfaces, the cation-mediated adhesion of fibronectin is increased (Fig. 14.22B). The increased fibronectin accumulation in the nanorough regions of metallic surface (Gongadze et al., 2012) with increased electric field strength and increased surface charge density can facilitate the adhesion and aggregation of integrin molecules and therefore induce the formation of focal adhesion complexes (Cooper, 2000).

As was shown in Table 14.1, the electric field strength on the convex metallic surface regions increases with the curvature of the surface, that is, with decreasing radius of curvature. Based on the calculated electric field strength of a curved metallic or TiO$_2$ surface, it was suggested that nanorough regions due to the many highly curved nanoscale protrusions and/or edges have increased electric field strength and surface charge density (Gongadze et al., 2011a). The increased electric field strength and surface charge density of such nanorough regions promote the (divalent) cation-mediated adsorption of fibronectin to the negatively charged surface (Gongadze et al., 2012; Heath et al., 2010) and protein-mediated adhesion of osteoblasts to the negatively charged metallic or TiO$_2$ surface (Kabaso et al., 2011b), both leading to more efficient adhesion of osteoblasts to the nanorough surface (Fig. 14.24 and Gongadze et al., 2011a).

Experimentally, a nanorough region could be obtained using various experimental procedures, for example, by the construction of vertically aligned TiO$_2$ nanotubes (Fig. 14.20). The results of this electrostatic consideration in equilibrium conditions explain the strong attraction of integrin molecules to the sharp edges of the surface, for example, to the edges of the TiO$_2$ nanotube surface (Gongadze et al., 2012).

In accordance with these theoretical predictions, it has been shown recently (Puckett et al., 2008) that a decrease in the width of nanorough regions from 80 $\mu$m and 48 $\mu$m to 22 $\mu$m resulted in significant reduction in the number of osteoblast cells adhering to the structured surface. Osteoblast morphology in the smallest nanorough region (22 $\mu$m) was rounder and had less diffuse $\alpha$-actin filaments, while filopods extending from the cells remained near their origin. It was hypothesized that osteoblasts recognize different surface roughness through the interaction of proteins in
Figure 14.24  The protein-mediated adhesion of osteoblasts to negatively charged nanorough regions of metallic or TiO₂ surfaces is facilitated due to the increased electric field strength and surface charge density at highly curved convex edges and spicules. Republished with permission of DOVE Medical Press, from Gongadze, E., Kabaso, D., Bauer, S., Slišnik, T., Schmuki, P., van Rienen, U., and Iglić, A. (2011). Adhesion of osteoblasts to a nanorough titanium implant surface. Int. J. Nanomed., 6, pp 1801–1816.; permission conveyed through Copyright Clearance Center, Inc.

the extracellular matrix, which was confirmed in (Gongadze et al., 2011a, 2012). In another study (Lamers et al., 2010), it was shown that osteoblasts are responsive to small nanopatterns of length scale below 100 nm in groove width and depth, as detected by the deposition of minerals (e.g., hydroxyapatite) along the nanosize patterns. As already mentioned, the nanorough surface of vertically aligned TiO₂ nanotubes facilitates the adhesion of osteoblasts and other cells compared to the adhesion to a smooth titanium surface (Park et al., 2007, 2009a,b).

Recent experimental data has revealed that the growth and differentiation of osteoblast cells on small diameter (~15 nm) vertically aligned TiO₂ nanotubes is substantially greater than on large diameter (100 nm) nanotube surfaces (see Fig. 14.25). It has been proposed that the observed aggregation of integrin molecules
Figure 14.25 Hypothetical model explaining the observed differences in the binding strength of small and large diameter TiO$_2$ nanotubes. Electron microscope images of surfaces of vertically aligned TiO$_2$ nanotubes. Note that the small diameter (15 nm) nanotubes are much more closely packed than the large diameter (100 nm) TiO$_2$ nanotubes. The inner and outer diameter of a small diameter nanotube are approximately 10 nm and 15 nm, and the respective dimensions of a large diameter nanotube are approximately 80 nm and 100 nm. The small diameter nanotube surface has a significantly larger proportion of strong integrin binding regions (due to the larger area density of highly curved nanotube edges) than the large diameter nanotube surface. In addition, the extracellular part of the integrin molecules (of conical shapes) could bind to neighbouring nanotubes on the small diameter nanotube surface, which is not possible on a nanotube surface having too large a hollow interior space, since the interacting integrin molecules are in contact with the nanotube edges. Reprinted from Gongadze, E., Kabaso, D., Bauer, S., Park, J., Schmuki, P., and Iglč, A. (2012). Adhesion of Osteoblast to a Vertically Aligned TiO$_2$ Nanotube Surface. Mini-Reviews in Medicinal Chemistry. 13, 194–200, by permission of Eureka Science Ltd., copyright 2012, and republished with permission of DOVE Medical Press, from Gongadze, E., Kabaso, D., Bauer, S., Slivnik, T., Schmuki, P., van Rienen, U., and Iglč, A. (2011). Adhesion of osteoblasts to a nanorough titanium implant surface. Int. J. Nanomed., 6, pp. 1801–1816; permission conveyed through Copyright Clearance Center, Inc.
forming focal adhesion is enhanced on small diameter nanotubes because the extracellular part of the integrin molecule is of a similar size, enabling cross-binding over the edges of neighbouring nanotubes and over the hollow interiors of vertically oriented TiO$_2$ nanotubes (Fig. 14.25). In the light of the results presented in this section, it was suggested (Gongadze et al., 2011a) that the enhanced growth of a cell membrane on a nanotube surface is also facilitated by the interaction of integrin molecules during the formation of focal adhesion (Fig. 14.25). Moreover, the fact that small diameter nanotubes on average present more surface edges with increased electric field strength and surface charge density, the binding affinity on the small diameter nanotube surface is expected to be increased (see Fig. 14.25) in accordance with the results presented in Section 14.3.2.

The surface of semiconductor TiO$_2$ has a certain number of surface titanium and oxygen dangling bonds and therefore at physiological pH some of the available OH$^-$ and H$^+$ ions in the electrolyte can be chemisorbed to the TiO$_2$ nanotube surface (Goniakowski and Gillan, 1996). Also chemisorption or adsorption of other ion species present in the electrolyte in contact with the TiO$_2$ nanotube surface may take place (Ottaviani et al., 1985). In addition, the ions present in the electrolyte used for fabrication of anatase TiO$_2$ nanotubes by etching of titanium foil (Mohammadpour et al., 2010) can be chemisorbed or adsorbed on the TiO$_2$ nanotube surface. As a result, the local density of states of the electronic molecular orbitals of surface titanium and oxygen atoms is different from the bulk ones, and consequently, the distribution of electronic charge is different (Mullins, 1998). When the semiconductor TiO$_2$ is in contact with the electrolyte, in equilibrium the surface of TiO$_2$ can be positively or negatively charged, depending on the pH value (Fernández-Nives et al., 1988). The net exchange of conduction band electrons between TiO$_2$ and the surrounding electrolyte is possible until in the steady state, the Fermi energies of the semiconductor and electrolyte become equal (Memming, 2007). As a result, a non-zero TiO$_2$ nanotube surface charge density is established due to the excess/depletion of conduction electrons at the TiO$_2$ surface which are moved to (or from) the nanotube surface in order to equilibrate the Fermi levels at the TiO$_2$ nanotube surface, in the bulk
of the TiO$_2$ nanotube walls and in the surrounding electrolyte. These conduction electrons (or valence holes in the second case) are free to move so they can be accumulated/depleted at sharp edges of the TiO$_2$ nanotube wall (Gongadze et al., 2012). Also, at the edges of the TiO$_2$ nanotube wall the initial value of the surface Fermi energy (i.e., the Fermi energy before the steady state is reached) may, due to their specific structure, that is, high curvature of the nanotube edge, be different from that in the other regions of the TiO$_2$ nanotube surface. And finally, anions and cations from the electrolyte can also be adsorbed on the TiO$_2$ nanotube surface in a curvature-dependent way (Gongadze et al., 2012). All these processes may contribute to an increased negative surface charge density at the edges of the TiO$_2$ nanotube wall (Gongadze, 2011; Gongadze et al., 2011a, 2012).

In conclusion, nanorough metallic or TiO$_2$ implant regions due to their many highly curved nanoscale protrusions and/or edges have an increased electric field strength and surface charge density (Gongadze, 2011; Gongadze et al., 2011a). The increased electric field strength and surface charge density of such nanorough regions may promote (divalent) cation-mediated adsorption of fibronectin to the negatively charged surface (Fig. 14.22B) (Gongadze et al., 2011a, 2012; Heath et al., 2010) and protein-mediated adhesion of osteoblasts to the negatively charged surface (Fig. 14.21B), both leading to more efficient adhesion and spreading of osteoblasts on the metallic or TiO$_2$ implant surface (Fig. 14.24) (Gongadze, 2011; Gongadze et al., 2011a, 2012).
Chapter 15

Encapsulation of Charged Nanoparticles (Macro-Ions)

Cellular membranes serve as a permeability barrier that large water-soluble charged nanoparticles (macro-ions) are unable to penetrate by simple diffusion. Intra- and extracellular transport of such macro-ions is still possible by a dynamic membrane shape transformation that involves a change of membrane curvature (encapsulation) (Hägerstrand et al., 1999). For example, clathrin-mediated endocytosis controls the curvature of the coated transport vesicles. Membrane vesiculation can also be induced by self-assembly of membrane-adhering cholera toxin molecules (Schara et al., 2009).

Membrane deformation may progress passively, that is, without employing an additional energy source, driven solely by the interaction between the membrane and the macro-ion. One example is the viral budding (Cooper et al., 2003). Another example involves the transfer of drug delivery vehicles into cells. The intracellular entry of genetic material in particular continues to receive considerable attention. To form sufficiently compact aggregates DNA can be complexed with cationic lipids or cationic polymers; both cases result in positively charged condensates that interact
electrostatically with the plasma membrane (Lin et al., 2003) which can then be internalized via an encapsulation process which involves membrane bending deformation (Fošnarič et al., 2009; Hägerstrand et al., 1999).

Charged nanoparticles (macro-ions) enveloped by lipid membranes have also promising biotechnological applications (Troutier and Ladaviere, 2007). Yet the lipid shell often lacks stability limiting the control of surface properties. Recent research efforts have thus been directed towards introducing chemical modifications that improve the stability of lipid-coated macro-ions. In addition, physical properties such as the surface topography and particle size contribute to the properties of membrane–macro-ion complexes. Understanding the interplay of the membrane elastic and electrostatic energies of macro-ion–membrane complexes is a prerequisite towards improving complex stability.

To conclude, the encapsulation of a macro-ion (charged nanoparticle) by an oppositely charged membrane is a fundamental process with relevance for cellular drug uptake, viral budding, biotechnological applications and studying the interactions of inorganic nanoparticles with biological membranes.

Encapsulation (wrapping) of charged nanoparticles (macro-ions) by a cell or lipid membrane has been considered in the past by different authors. Harries et al. (2004) used the nonlinear Poisson–Boltzmann (Gouy–Chapman) model (Section 13.5) to investigate the envelopment of charged proteins by initially planar lipid membranes, thereby accounting for the protein-induced demixing of charged lipids in a binary membrane. A comparison of the free energies corresponding to the fully wrapped and unwrapped states suggests encapsulation occurs above a critical protein charge that the authors found compatible with typical charge densities of membrane-penetrating peptide shuttles. In another theoretical study, Fleck and Netz (2004) modelled electrostatic charged nanoparticle–membrane binding by minimizing the free energy of a homogeneously charged membrane with respect to the membrane shape. The authors found that complete encapsulation is possible only for intermediate salt concentrations. However, for small and large salt concentrations only a low degree of wrapping was predicted.
Deserno and coworkers (Deserno, 2004a,b; Deserno and Bickel, 2003) studied the encapsulation of charged nanoparticles for the case of short-range (adhesive) nanoparticle–membrane interactions, where the deformation of an initially flat membrane is determined by the interplay of bending energy and interfacial tension. A discontinuous wrapping transition from the partially to the completely wrapped state of the macro-ion was predicted. If the membrane contains a binary mixture of lipids with opposite spontaneous curvatures, wrapping is facilitated by local lipid demixing (Nowak and Chou, 2008).

Demixing of membrane components is also important if the macro-ion binds to mobile adhesion sites, as is the case in the receptor-mediated uptake of viruses (Gao et al., 2005). The cellular entry of viruses and charged inorganic nanoparticles through the encapsulation process provides a major motivation to further advance models of charged nanoparticle–membrane complexes (Chou, 2007; Fošnarič et al., 2009; Zhang and Nguyen, 2008). Recently, simulations of the encapsulation of charged macro-ions have been performed based on dissipative particle dynamics (Smith et al., 2007) and using a solvent-free coarse-grained membrane model (Reynwar et al., 2007).

In this short chapter we briefly describe the results of Monte Carlo (MC) simulations which were employed to investigate the ability of a charged lipid vesicle to adhere to and encapsulate an oppositely charged macro-ion (Fošnarič et al., 2009). The lipid vesicle contains mobile charged lipids that interact electrostatically with the oppositely charged macro-ion and also among themselves through a screened electrostatic potential. The electric charges of the macro-ion are considered to be immobile. Both migration of the charged lipids of the vesicle membrane and elastic deformations of the vesicle membrane contribute to optimization of the vesicle–macro-ion interaction. Hence, coupling of vesicle-shaped optimization and local-charged segregation at the macro-ion adhesion site was predicted (Fošnarič et al., 2009).

In the MC simulations used, the lipid vesicle was represented by a set of \( N \) beads that are linked by tethers of flexible length \( l \) so as to form a closed, randomly triangulated, self-avoiding network (Fošnarič et al., 2009; Gompper and Kroll, 2004). The same model
has been used previously to study the shapes and fluctuations of one-component (Gompper and Kroll, 1997; Kroll and Gompper, 1992) and two-component (Kohyama et al., 2003; Kumar and Rao, 1998; Kumar et al., 2001) lipid vesicles.

In the MC model membrane, fluidity is maintained by flipping bonds within the triangulated network. That is, the bond between the four given beads of two neighbouring triangles is cut and then re-established between the previously unconnected two beads. For that reason in the MC routine $N$ attempts to change the position of the bead area are also followed by $N$ attempted bond flips (Fošnarič et al., 2009). At the same time, the out-of-plane mobility of the $N$ beads also enables the vesicle to adjust its shape. The MC model also allows in-plane lateral redistribution of the charged lipids for any given vesicle shape. In this way the interaction of the charged lipid vesicle with the oppositely charged spherical nanoparticle is optimized with respect to both the lipid vesicle shape and distribution of charged vertices (charged lipids) (Fošnarič et al., 2009).

Figure 15.1 shows three typical conformations of the macro-ion-vesicle complex as obtained by MC simulations for three different values of the total number of charged lipids in the membrane ($M$) (Fošnarič et al., 2009). The snapshots of the MC simulations in Fig. 15.1 indicate an interplay between the degree of wrapping and demixing of the charged lipids in the vesicle membrane, that is, charge segregation in the vesicle membrane. All charged lipids are sequestered close to the macro-ion for $M = 15$; the macro-ion is adsorbed on the lipid vesicle but the degree of wrapping is small). The choice $M = 60$ corresponds to almost half the number $Z_{np} N_{np} = 2 \times 65 = 130$ of elementary charges on the macro-ion. Note that very few charges appear to have escaped the membrane-wrapping region due to thermal fluctuations; these charges move essentially unrestrictedly within the non-wrapping part of the vesicle surface. Finally, for $M = 150$ the vesicle charge over-compensates that on the macro-ion, leading to complete encapsulation and a residual fraction of charged lipids on the non-wrapping part of the vesicle surface.

Based on these results (Fig. 15.1), we may conclude that the encapsulation of a spherical macro-ion (charged nanoparticle) is driven by electrostatic interactions between the macro-ion and the oppositely charged vesicle membrane. Since only a fraction of the
Figure 15.1 The wrapping of a spherical macro-ion. Snapshots of representative macro-ion–vesicle configurations obtained from MC simulations for different numbers of charged lipids (each bearing one unit charge) in the membrane: $M = 15$, $M = 60$, $M = 150$ (from left to right). The shape of the vesicle is represented by a triangulated surface, mobile charged lipids in the vesicle membrane and fixed charges on the macro-ion are indicated by dots. The right figure corresponds to the situation of complete encapsulation of the macro-ion. Model parameters: Debye length $l_D = 3 l_b$, local membrane bilayer bending constant $k_c = 10 kT$. The spherical macro-ion carries $N_{np} = 65$ uniformly distributed, point-like, positive charges of valence $Z_{np} = +2$ on its surface. Reprinted with permission from Fošnarič, M., Iglič, A., Kroll, D. M., and May, S. Monte Carlo simulations of complex formation between a mixed fluid vesicle and a charged colloid. *J. Chem. Phys.*, 131, pp. 105103. Copyright 2009, AIP Publishing LLC.

Vesicle (mobile) lipids are charged, the encapsulation of the macro-ion is coupled to the lateral segregation of the vesicles charged lipids (Fig. 15.1).

Further, detailed analysis (Fošnarič et al., 2009) predicted a discontinuous wrapping transition from a partial to complete (or almost complete) degree of wrapping. The two energetically preferred states, partially and completely wrapped, can be separated by an energy barrier significantly larger than the thermal energy $kT$, implying the observation of hysteresis, depending on the initial conditions. Decreasing the local bending constant ($k_c$) of the vesicle membrane weakens the wrapping transition until a critical point is reached beyond which wrapping becomes a continuous process. The wrapping transition is inhibited if the intrinsic spontaneous curvature of the charged lipids penalizes migration from the bulk to the wrapping region of the vesicle. Interestingly, the preferred shape of the vesicle then becomes clamp-like, that is, non-axisymmetric (Fošnarič et al., 2009).
Chapter 16

Electrostatics and Mechanics of Hydrophilic Pores

The cell membrane is a semi-permeable barrier between the cell interior and its surroundings. One of the mechanisms for transmembrane transport involves the presence of pores in the lipid bilayer, through which a substantial flow of material can take place. For example, pores were observed in red blood cell ghosts (Lew et al., 1982; Lieber and Steck, 1982a,b), where the pore size depends on the ionic strength of the surrounding fluid (Lieber and Steck, 1982a).

The formation of pores in biological membranes can be induced by application of high intensity electric pulses of short duration (Abidor et al., 1979). This phenomenon is known as electroporation and has become widely used in medicine and biology (Lee and Kolodney, 1987; Maček-Lebar et al., 2002a,b; Neumann et al., 1989; Pavlin et al., 2005; Wolf et al., 1994). A number of theoretical studies have been made to understand the physical basis of electroporation (Crowley, 1973; Isambert, 1998). However, the mechanisms responsible for the energetics and stability of membrane pores still require further clarification.
The formation of a hydrophilic pore in a lipid bilayer implies that the lipid molecules near the edge of the pore rearrange themselves in such a way that their polar head groups shield the hydrocarbon tails from water (Chernomordik et al., 1985; Litster, 1975). In the model, the excess energy due to modified packing of the phospholipid molecules at the edge of the pore is described by the line tension which makes the hydrophilic membrane pore energetically unfavourable. On the other hand, there are various examples where membrane pores live long enough to be observed experimentally (Huang, 2000; Karatekin et al., 2003; Lieber and Steck, 1982a). The question arises what mechanisms could be responsible for the stabilization of pores.

A possible mechanism has been suggested by Betterton and Brenner (Betterton and Brenner, 1999) for charged membranes based on competition between line tension and electrostatic repulsion between the opposed membrane rims within the pore. An analysis based on a linearized Gouy–Chapman model (Section 13.5) showed that for certain combinations of model parameters the pore becomes energetically stabilized. However, the depth of the minimum is below $kT$ so that additional stabilizing effects are required to explain the existence of experimentally observed pores (Betterton and Brenner, 1999).

In this chapter, we describe a possible mechanism for the stabilization of pores in charged bilayer membranes, that is, the non-homogeneous lateral distribution and average orientational ordering of anisotropic membrane constituents (molecules, nanodomains), that is, their accumulation and orientation at the edge of the pore (Fošnarič et al., 2003; Kandušer et al., 2003). An anisotropic membrane component (molecule, nanodomain) (Fournier, 1996; Kralj-Iglič et al., 1996, 1999) may be a single molecule (Fig. 7.1) or a small complex of molecules (nanodomain) (Chapter 8). Isotropic and anisotropic membrane constituents (molecules, nanodomains) may laterally distribute in such way as to minimize the membrane free energy (Aranda-Espinoza et al., 1996; Bobrowska et al., 2013; Kralj-Iglič et al., 1996, 2005; Kumar et al., 2001; Laradji and Kumar, 2004; Lipowsky and Dimova, 2003; Markin, 1981; Sackmann, 1994). The lateral distribution of membrane constituents and in-plane average orientational ordering of anisotropic membrane constituents
can be considered theoretically (Bobrowska et al., 2013; Fournier, 1996; Iglič et al., 2004b; Jorgačevski et al., 2010; Kralj-Iglič et al., 2006) as described in details in Sections 7.1 and 9.1 (see also Fig. 7.2). Non-homogeneous lateral and orientational distributions of anisotropic membrane constituents represent internal degrees of freedom. A method has been described in previous chapters starting from a microscopic description of the membrane constituents and applying the methods of statistical mechanics to obtain the membrane free energy (Chapter 9.1). To obtain the equilibrium configuration of the membrane, the membrane free energy was minimized taking into account the relevant geometrical constraints. The intrinsic properties of membrane constituents and interactions between them are thereby revealed in the equilibrium shape of the lipid vesicles (Section 7.8) and biological membranes (Section 9.1 and Božič et al., 2006; Bobrowska et al., 2013; Iglič et al., 2004b; Jorgačevski et al., 2010; Kralj-Iglič et al., 2006; Lipowsky and Dimova, 2003; Markin, 1981; Urbanija et al., 2008a).

In this chapter, we describe the effect of the intrinsic shape of anisotropic membrane constituents and the ionic strength on the stability of pores in lipid bilayers. The model presented is based on minimization of the free energy which involves three contributions: the energy due to the line tension of the lipid bilayer at the rim of the pore, the electrostatic energy of the charged membrane with the pore, and the energy of anisotropic membrane constituents (molecules, nanodomains). In order to calculate the electrostatic energy of the membrane with the pore, the electric potential in the vicinity of an infinite, uniformly charged plate with a circular pore is calculated analytically.

Anisotropic membrane constituents (Figs. 7.1, 8.2 and 8.6) are of special interest for the formation of membrane pores since the anisotropic pore rim (Fig. 16.1) provides a geometry with which anisotropic membrane constituents favourably interact. Of particular interest in this respect are peptide (Lin and Baumgartner, 2000; Sperotto, 1997; Zemel et al., 2003; Zuckermann and Heimburg, 2001) or detergent (Kandušer et al., 2003; Troiano et al., 1998) stabilization of the membrane pore. Detergents and certain antimicrobial peptides are amphiphilic, often exhibiting their lytic
activity (Hägerstrand et al., 2004; Huang, 2000; Shai, 1999), through the formation of membrane pores.

Antimicrobial peptides are typically elongated in shape rendering their interaction with curved membranes highly anisotropic. Also detergents or small complexes of a detergent with the surrounding membrane molecules may be anisotropic with a preference for high curvature of the pore rim due their large hydrophilic part (Hägerstrand et al., 2004; Kandušer et al., 2003). As already mentioned in previous chapters, examples of anisotropic membrane inclusions (molecules,nanodomains) also include various lipids (Chanturiya et al., 2003; Kralj-Iglič, 2002; Kralj-Iglič et al., 2006), glycolipids or lipoproteins (Malev et al., 2002) and gemini detergents (Kralj-Iglič et al., 2000).

In this chapter, we present an analysis of the energetics of a single membrane pore in a binary lipid membrane, consisting of (charged) lipids and anisotropic membrane inclusions (molecules, nanodomains) (see Fošnarič et al., 2003; Kandušer et al., 2003, and Fig. 16.1). The free energy of the inclusion-doped membrane
consists of the line tension contribution, the interaction energy between the anisotropic inclusions and the membrane, and the electrostatic energy of the charged lipids (Fošnarič et al., 2003; Kandušer et al., 2003).

We consider a planar lipid bilayer membrane that contains a single pore of aperture radius $r$, as shown schematically in Fig. 16.1. We locate a Cartesian coordinate system at the pore centre with the axis of rotational symmetry (the $z$-axis) pointing normal to the bilayer midplane. Even though experimental obtained evidence is currently not available, it seems a reasonable approximation to assume that the lipids within the rim assemble into a semi-toroidal configuration in order to shield the hydrocarbon chains from contact with the aqueous environment. The bilayer thickness is $2b$.

To obtain the equilibrium size of the pore, the overall free energy, $F$, of the pore is minimized. We assume that $F$ is the sum of three contributions:

$$F = W_{\text{edge}} + U_{\text{el}} + F_1,$$  \hspace{1cm} (16.1)

where $W_{\text{edge}}$ is the energy due to the line tension of the lipid bilayer without the inclusions, $U_{\text{el}}$ is the electrostatic energy of the charged lipids and $F_1$ is the energy due to the interactions between the membrane inclusions and the host membrane. We note that $F$ is the excess free energy, measured with respect to a planar, pore-free, membrane (Fošnarič et al., 2003).

For an inclusion-free membrane the energy $W_{\text{edge}}$ is given by:

$$W_{\text{edge}} = 2\pi \Lambda r,$$  \hspace{1cm} (16.2)

where $r$ is the radius of the circular membrane pore and $\Lambda$ is the line tension, that is, the excess energy per unit length of the pore edge in the lipid bilayer. One can obtain a rough estimate for $\Lambda$ on the basis of the elastic energy required to bend a lipid monolayer into a semi-cylindrical pore rim (Chernomordik et al., 1985; Kandušer et al., 2003). Adopting the usual quadratic curvature expansion for the bending energy according to Helfrich (Eq. 7.30 and Helfrich, 1973), one finds (Chernomordik et al., 1985) $\Lambda = \pi k_c/2b$, where $k_c$ is the lipid layers’s bending rigidity. For $b = 2.5$ nm and $k_c = 10kT$, the value $\Lambda \approx 6kT$/nm $\approx 2 \times 10^{-11}$ J/m (at room temperature). This order of magnitude corresponds to experimental results for the line
tension of lipid bilayers (Keratekin et al., 2003; Moroz and Nelson, 1997; Taupin et al., 1975).

If inclusions are present within the membrane pore they replace some lipids. The replaced lipids do no longer contribute to the line tension \( W_{\text{edge}} \). We account approximately for this reduction in line tension by writing:

\[
W_{\text{edge}} = 2 \Lambda \left( \pi r - N_P R_i \right),
\]

(16.3)

where \( N_P \) denotes the number of inclusions within the pore rim and \( 2 R_i \) is the lateral extension of the cross-sectional shape of the inclusions. Steric interactions limit the number of inclusions within the membrane rim; \( N_P \leq N_P^{\text{max}} = \pi r / R_i \). Thus \( W_{\text{edge}} \geq 0 \), and the line tension always provides a tendency of the pore to shrink.

Calculation of the electrostatic energy of the membrane pore follows Betterton and Brenner (Betterton and Brenner, 1999) who derived an expression valid for a very thin membrane \( (\delta \to 0) \) within the Gouy-Chapman theory using the linearized Poisson-Boltzmann (PB) equation (see Section 13.5). To keep our model traceable, we therefore solve the linearized PB equation (Eq. 13.73):

\[
\nabla^2 \phi = \kappa^2 \phi,
\]

(16.4)

which determines the electric potential \( \phi \) (measured in Volts) at a given Debye length \( l_D = \kappa^{-1} = \sqrt{\epsilon \epsilon_0 k T/(2 c_0 N_A e_0^2)} \) (Eq. 13.71). Here, \( c_0 = n_0 / N_A \) is the ionic strength of the surrounding electrolyte solution (i.e., the bulk salt concentration; assuming a 1:1 salt such as \( \text{NaCl} \)), \( n_0 \) is the number density of salt cations and anions in the bulk (see Eq. 13.72) and \( N_A \) is Avogadro’s number.

The solution of the linearized PB equation for the case of an infinite flat surface without a pore (i.e., the electric potential \( \phi_{\infty} \)), which satisfies the boundary conditions

\[
\phi(z \to \infty) = 0,
\]

(16.5)

\[
\frac{d\phi}{dz}(z = 0) = -\frac{\sigma}{\varepsilon_r \varepsilon_0},
\]

(16.6)

can be written in the form (see Eqs. 13.74 and 13.75):

\[
\phi_{\infty}(z) = \frac{\sigma}{\varepsilon_r \varepsilon_0 \kappa} e^{-\kappa z},
\]

(16.7)

where \( \sigma \) is the surface charge density.
The solution of the linearized PB equation for a planar lipid bilayer with a pore of radius \( r \) can then be written as the difference between the electrostatic potential of a flat infinite pore-free membrane \( \phi_\infty \) and the electrostatic potential of a circular flat membrane segment with radius \( r \) \( \phi_p \), both having a constant surface charge density \( \sigma \) (Iglič et al., 2004a):

\[
\phi(x, z) = \phi_\infty(z) - \phi_p(x, z). \tag{16.8}
\]

The electrical potential of the circular flat membrane segment with a surface charge density \( \sigma \) and radius \( r \) is calculated using cylindrical coordinates. For the axisymmetric case the linearized PB equation in cylindrical coordinates reads:

\[
\frac{1}{x} \frac{\partial}{\partial x} \left( x \frac{\partial \phi_p}{\partial x} \right) + \frac{\partial^2 \phi_p}{\partial z^2} = \kappa^2 \phi_p, \tag{16.9}
\]

where the origin of the coordinate system is located at the pore centre with the axis of rotational symmetry (the \( z \)-axis) pointing normal to the bilayer midplane (Fig. 16.1). We seek for the solution of Eq. 16.9 by the ansatz

\[
\phi_p(x, z) = R(x) Z(z), \tag{16.10}
\]

where \( R(x) \) is a function of \( x \) and \( Z(z) \) is a function of \( z \). In this way, the Eq. 16.9 yields:

\[
\frac{1}{R(x)} \frac{1}{x} \frac{\partial}{\partial x} \left( x \frac{dR(x)}{dx} \right) + \frac{1}{Z(z)} \frac{d^2 Z(z)}{dz^2} = \kappa^2. \tag{16.11}
\]

Since the first term in Eq. 16.11 depends solely on the coordinate \( x \), while the second term is a function of coordinate \( z \) only, the sum of both terms can always be equal to the constant \( \kappa^2 \) only if both terms are also constant. We take

\[
\frac{1}{Z(z)} \frac{d^2 Z(z)}{dz^2} = \kappa^2 + k^2, \tag{16.12}
\]

\[
\frac{1}{R(x)} \frac{1}{x} \frac{d}{dx} \left( x \frac{dR(x)}{dx} \right) = -k^2. \tag{16.13}
\]

The general solution of Eq. 16.12 has the form (Arfken and Weber, 1995):

\[
Z(z) = C e^{-\sqrt{\kappa^2 + k^2} z} + C_1 e^{\sqrt{\kappa^2 + k^2} z}. \tag{16.14}
\]
By taking into account the boundary condition \( \phi_p(z \to \infty) = 0 \), we chose \( C_1 = 0 \), therefore:

\[
Z(z) = C e^{-\sqrt{\kappa^2 + k^2} z}.
\]  (16.15)

Equation 16.13 is rewritten in the form:

\[
x^2 \frac{d^2 R}{dx^2} + x \frac{dR}{dx} + k^2 x^2 R = 0.
\]  (16.16)

The regular solution of differential Eq. 16.16 is a Bessel function of the first kind (Arfken and Weber, 1995)

\[
R = C J_0(kx).
\]  (16.17)

The solution of Eq. 16.9 in the form of \( \phi_p(x, z) = R(x) Z(z) \) (see Eq. 16.10) is therefore

\[
\phi_p(x, z) = C(k) J_0(kx) e^{-\sqrt{\kappa^2 + k^2} z}.
\]  (16.18)

The general solution of Eq. 16.9 is thus

\[
\phi_p(x, z) = \int_0^\infty dk C(k) J_0(kx) e^{-\sqrt{\kappa^2 + k^2} z}.
\]  (16.19)

In the following, Eq. 16.19 is first differentiated with respect to the coordinate \( z \):

\[
\frac{\partial \phi_p}{\partial z} = \int_0^\infty dk \left( -\sqrt{\kappa^2 + k^2} \right) C(k) J_0(kx) e^{-\sqrt{\kappa^2 + k^2} z}.
\]  (16.20)

At \( z = 0 \), it follows from the above equation (Iglic et al., 2004a):

\[
\frac{\partial \phi_p}{\partial z} |_{z=0} = \int_0^\infty dk \left( -\sqrt{\kappa^2 + k^2} \right) C(k) J_0(kx).
\]  (16.21)

Using the Hankel transformation (Arfken and Weber, 1995), the values of coefficients \( C(k) \) can be calculated from Eq. 16.21 as follows:

\[
C(k) = -\frac{k}{\sqrt{\kappa^2 + k^2}} \int_0^\infty dx x J_0(kx) \frac{\partial \phi_p}{\partial z} |_{z=0}.
\]  (16.22)

Integration of Eq. 16.22 is divided in two parts (Iglic et al., 2004a):

\[
C(k) = -\frac{k}{\sqrt{\kappa^2 + k^2}} \left( \int_0^r dx x J_0(kx) \frac{\partial \phi_p}{\partial z} |_{z=0} \right.

+ \int_r^\infty dx x J_0(kx) \frac{\partial \phi_p}{\partial z} |_{z=0} \right).
\]  (16.23)
Taking into account the boundary conditions:

\[
\frac{\partial \phi_p}{\partial z}(z = 0) = -\frac{\sigma}{\varepsilon_r \varepsilon_0}, \quad x < r,
\]  

(16.24)

\[
\frac{\partial \phi_p}{\partial z}(z = 0) = 0, \quad x \geq r,
\]  

(16.25)

it follows that

\[
\mathcal{C}(k) = \frac{\sigma}{k \varepsilon_r \varepsilon_0 \sqrt{k^2 + \kappa^2}} \int_0^r d(kx) \, kx \, J_0(kx).
\]  

(16.26)

Considering the relations (Arfken and Weber, 1995)

\[
k r \, J_1(kr) = \int_0^r d(kx) \, kx \, J_0(kx),
\]  

(16.27)

it follows from Eq. 16.26 that

\[
\mathcal{C}(k) = \frac{\sigma r \, J_1(kr)}{\varepsilon_r \varepsilon_0 \sqrt{k^2 + \kappa^2}}.
\]  

(16.28)

If the expression calculated for \(\mathcal{C}(k)\) is inserted in Eq. 16.19, the electric potential \(\phi_p(x, z)\) can be written as (Iglič et al., 2004a)

\[
\phi_p(x, z) = \frac{\sigma r}{\varepsilon_r \varepsilon_0} \int_0^\infty dk \frac{J_0(kx) \, J_1(kr)}{\sqrt{k^2 + \kappa^2}} e^{-\sqrt{k^2 + \kappa^2}z},
\]  

(16.29)

where \(J_0\) and \(J_1\) are Bessel functions. Using Eqs. 16.7, 16.8 and 16.29, we can determine the expression for the electric potential of a flat charged membrane with a circular pore of radius \(r\), in contact with an electrolyte solution (Betterton and Brenner, 1999):

\[
\phi(x, z) = \frac{\sigma}{\varepsilon_r \varepsilon_0 \kappa} e^{-\kappa z} - \frac{\sigma r}{\varepsilon_r \varepsilon_0} \int_0^\infty dk \frac{J_0(kx) \, J_1(kr)}{\sqrt{k^2 + \kappa^2}} e^{-\sqrt{k^2 + \kappa^2}z}.
\]  

(16.30)

Finally, the electrostatic free energy of the system can be derived via a charging process (Andelman, 1995; Verwey and Overbeek, 1948):

\[
U_{el, \text{tot}} = 2\pi \int_0^\infty \sigma(x) \, \phi(z = 0) \, x \, dx.
\]  

(16.31)

Equation 16.31 is processed analytically using Eq. 16.30. By subtracting the electrostatic energy of the charged pore-free membrane, one obtains an explicit expression for the excess electrostatic energy of the pore (Betterton and Brenner, 1999; Fošnarič et al., 2003):

\[
U_{el} = -\frac{\pi \sigma^2 r^2}{\varepsilon_r \varepsilon_0 \kappa} + \frac{2\pi \sigma^2 r^3}{\varepsilon_r \varepsilon_0} \int_0^\infty \frac{J_1(x)^2}{x \sqrt{x^2 + \kappa^2} \, r^2} \, dx.
\]  

(16.32)
The energy of a single anisotropic membrane constituent (molecule, nanodomain) can be expressed as (see Eqs. 7.4 and 8.4):

$$E(\omega) = (2K_1 + K_2)(H - H_m)^2 - K_2(D^2 - 2DD_m \cos(2\omega) + D_m^2),$$  \hspace{1cm} (16.33)

where \(H = (C_1 + C_2)/2\) and \(H_m = (C_{1m} + C_{2m})/2\) are the respective mean curvatures, while \(D = |C_1 - C_2|/2\) and \(D_m = |C_{1m} - C_{2m}|/2\) are the curvature deviators. Here \(C_1\) and \(C_2\) are the two principal curvatures (for the definition see Fig. 5.2), while \(C_{1m}\) and \(C_{2m}\) are the two intrinsic principal curvatures of the inclusion. The intrinsic curvature deviator \(D_m\) describes the intrinsic anisotropy of a single membrane inclusion (Figs. 7.1 and 8.6), while \(K_1\) and \(K_2\) are interaction constants (Kralj-Iglić et al., 2006). The inclusions can rotate around the axis defined by the membrane normal at the site of the inclusion. The time scale for orientational changes of the anisotropic inclusions is usually small compared to shape changes of the lipid bilayer. Therefore the corresponding partition function, \(q\), of a single inclusion is (see Eqs. 9.3 or 7.9):

$$q = \frac{1}{\omega_0} \int_0^{2\pi} \exp \left(-\frac{E(\omega)}{kT}\right) \, d\omega,$$  \hspace{1cm} (16.34)

where \(\omega_0\) is an arbitrary angle quantum. Inclusions (molecules, nanodomains) can also move laterally over the membrane bilayer, so that they can distribute laterally over the membrane in a way that is energetically the most favourable (see Chapter 9). The expression for the contribution of the inclusions to the membrane free energy can be derived, based on Eqs. 16.33 and 16.34 (Fošnarić et al., 2003):

$$\frac{F_1}{kT} = -N \ln \left[\frac{1}{A} \int_A q_c \cdot I_0 \left(\frac{2K_2}{kT}D D_m\right) \, dA\right],$$  \hspace{1cm} (16.35)

where \(N\) is the total number of inclusions in the membrane segment, while \(q_c\) is defined as

$$q_c = \exp \left(-\frac{2K_1 + K_2}{kT}(H^2 - 2HH_m + \frac{K_2}{kT}D^2)\right),$$  \hspace{1cm} (16.36)

and \(I_0\) is the modified Bessel function. Integration in Eq. 16.35 is performed over the whole area of the membrane \((A)\). For a large planar bilayer membrane that contains a single pore only, those inclusions contribute to \(F_1\) that are located directly in the pore rim.
In this case Eq. 16.35 can be rewritten in the form (Foštarič et al., 2003):

\[
\frac{F_i}{kT} = n \int_{A_P} \left[ 1 - q_c \cdot I_0 \left( \frac{2 K_2}{kT} D D_m \right) \right] dA_P ,
\]  
(16.37)

where \( n = N/A \) is the average area density of the inclusions in the membrane, and where integration extends only over the area of the membrane rim \( (A_P) \). The influence of the inclusion's anisotropy (Figs. 7.1 and 8.6) is contained in the Bessel function \( I_0(2 D D_m K_2/kT) \). Because \( I_0 \geq 1 \) we see from Eq. 16.37 that anisotropy of inclusions always tends to lower \( F_i \). Whether the inclusions lower or increase \( F_i \) depends crucially on \( D_m \) and \( H_m \), and on the interaction constants \( K_1 \) and \( K_2 \). The number of inclusions within the pore rim is (Foštarič et al., 2003):

\[
N_P = n \int_{A_P} q_c I_0 \left( \frac{2 K_2}{kT} D D_m \right) dA_P .
\]  
(16.38)

If the inclusions have no preference for partition into the pore rim \( (q_c I_0 = 1) \), then Eq. 16.38 predicts \( N_P/A_P = n \). Combination of Eqs. 16.37 and 16.38 yields (Foštarič et al., 2003)

\[
\frac{F_i}{kT} = n A_P - N_P .
\]  
(16.39)

Hence, inclusions that enter the membrane pore (at a density that exceeds the bulk density) contribute one \( kT \) per inclusion to the free energy. If the density of the inclusions within the pore region greatly exceeds the bulk density, then \( n A_P \ll N_P \) and thus, \( F_i \approx -N_P kT \) (Foštarič et al., 2003). The inclusion size determines the maximal number of inclusions, \( N_P^{\text{max}} \), that can enter the pore rim. For rather large inclusions \( R_i \approx b \) and small pores \( r \approx b \) we expect that \( N_P^{\text{max}} \) is quite small, of the order of a very few inclusions (Foštarič et al., 2003). Below, it is shown that for charged bilayer membranes, anisotropic inclusions can dramatically reduce the total free energy \( F \) (much more than \(-N_P kT\)).

In the case of lipid molecules, the interaction constants, \( K_1 \) and \( K_2 \) can be estimated using Eqs. 7.5 and 7.31, which yield \( K_1 \approx -K_2 \approx k_c a_0 \). Assuming \( k_c \approx 10 kT \) for the bending constant of nearly flat lipid monolayer and \( a_0 \approx 1 \text{nm}^2 \) for the cross-sectional
area per lipid, we get $K_1 \sim -K_2 \sim 10kT$ nm$^2$ for lipid molecules
in a nearly flat lipid monolayer. However, it is expected that the value
$K_1 \sim 10kT$ nm$^2$ is at least an order of magnitude smaller than the
interaction constant $K_1$ in the expression for the single-inclusion
energy in a strong curvature field (Eq. 16.33). Hence, sufficiently
large and anisotropic membrane inclusions are expected to strongly
partition into appropriately strongly curved membrane regions like
the rim of a hydrophilic pore in a membrane bilayer.

We note that partitioning of membrane inclusions into the rim
of a membrane pore replaces some structurally perturbed lipids
(besides causing an extra (excess) splay). These lipids no longer
contribute to the energy of the pore. The corresponding energy gain
is not contained in $F_i$ because we took it into account already in
$W_{edge}$ (see Eq. 16.1).

All the following results are presented for a thickness of the
lipid layer $b = 2.5$ nm, for a line tension of $\Lambda = 10^{-11}$ J/m, and
for a surface charge density $\sigma = -0.05$ A s/m$^2$ of the lipid layer
(Fošnarič et al., 2003). Taking into account the cross-sectional area
per lipid of $a_0 = 0.6 - 0.8$ nm$^2$, the value for $\sigma$ would correspond
roughly to a 1:4 mixture of (monovalent) charged and uncharged
lipids. This is a common situation in biological and model bilayer
membranes.

In the case of and inclusion-free membrane (Betterton and
Brenner, 1999), the total membrane free energy consists only
of the line tension contribution (Eq. 16.1) and the electrostatic
free energy (Eq. 16.32). The former favours shrinking, the latter
widening (growing) of the membrane pore. For small values of
the Debye length $\lambda$ the pore closes, for large $\lambda$ the pore grows.
Betterton and Brenner (Betterton and Brenner, 1999) showed that
for intermediate values of $\lambda$ there exists a very shallow local
minimum of total membrane free energy $F$ as a function of the
radius $r$ of the pore. As an illustration, Fig. 16.2 shows the function
$F(r)$ for three different values of $\lambda = 2.6$ nm (a), 2.8 nm (b) and
3.0 nm (c). A local minimum of $F(r)$ is present only in curve
(b). Figure 16.2 exemplifies a general finding for an inclusion-
free isotropic and uniformly charged bilayer membrane: the local
minimum of the membrane free energy $F(r)$ is very shallow (below
Figure 16.2  The pore free energy, $F$, as a function of the pore size $r$. The dashed lines correspond to a charged inclusion-free membrane of charge density $\sigma = -0.05 \text{ As/m}^2$ with Debye length $l_D = 2.6 \text{ nm}$ (a), $l_D = 2.8 \text{ nm}$ (b), and $l_D = 3.0 \text{ nm}$ (c). The solid lines describe the effect of adding anisotropic inclusions (characterized by $K_1 = 98 \text{ kT nm}^2$, $K_2 = -65 \text{ kT nm}^2$, $C_{1m} = -C_{2m} = 1/b$) to the charged membrane with $\sigma = -0.1 \text{ As/m}^2$ and $l_D = 2.8 \text{ nm}$. The average area density of inclusions $n$ is $1/70000 \text{ nm}^2$ (d) and $1/14000 \text{ nm}^2$ (e). The inset shows the corresponding numbers, $N_P$, of inclusions within the membrane rim for curves (d) and (e). Reprinted with permission from Fošnarič, M., Kralj-Iglič, V., Bohinc, K., Iglič, A., and May, S. Stabilization of pores in lipid bilayers by anisotropic inclusions. J. Phys. Chem. B., 107, pp. 12519–12526. Copyright 2003, American Chemical Society.

$kT$) and appears in the very narrow region of the values of Debye length $l_D$. Based on these results it can therefore be concluded that, a hydrophilic pore in an isotropic and uniformly charged bilayer membrane cannot be stabilized solely by competition between the system electrostatic free energy and the line tension energy of the pore rim (Betterton and Brenner, 1999; Fošnarič et al., 2003).

In order to illustrate the effect of anisotropy of the membrane inclusions, we choose an inclusion which favours a saddle shape $C_{1m} = -C_{2m} = 1/b$ (Fig. 8.6). Figure 16.2 shows $F(r)$ for two values
of the average area density of inclusions \((n)\): \(1/70000\) nm\(^2\) (curve d) and \(1/14000\) nm\(^2\) (curve e). The ability of anisotropic inclusions to lower the local minimum of the membrane free energy \(F(r)\) can be clearly seen. The anisotropic inclusions tend to accumulate within the rim of the hydrophilic pore (Fošnarič et al., 2003). The number of inclusions within the rim of the pore \((N_P)\) is estimated by Eq. 16.38. This number is plotted in the inset of Fig. 16.2 for \(n = 1/70000\) nm\(^2\) (d) and \(n = 1/14000\) nm\(^2\) (e).

The depth of the minimum of \(F(r)\) for \(n = 1/14000\) nm\(^2\) (curve e in Fig. 16.2) is approximately \(30kT\). It arises predominantly from the accumulation of anisotropic membrane inclusions in the region of the pore rim. On the other hand, Eq. 16.39 predicts that the inclusion energy \(F_i \approx N_P kT\). The inset of Fig. 16.2 shows that \(N_P \leq 6\), therefore the deep minimum of \(F(r)\) cannot arise solely from the inclusion contribution \(F_i\) (Fošnarič et al., 2003). To explain the deep minimum in \(F(r)\), we recall that in the inclusion-free membrane the electrostatic energy and the line tension nearly balance each other for small enough values of \(r/b\). If inclusions enter the pore region they reduce the line tension (see Eq. 16.3). As a result \(U_{eff}\) is no longer counterbalanced by positive \(W_{edge}\) and thus strongly lowers the total membrane free energy \(F\) (Fošnarič et al., 2003).

The minimum of \(F(r)\) in Fig. 16.2 occurs at \(r \approx b\) (see curves (d) and (e)). This reflects our choice of a saddle shape for the anisotropic inclusion: \(C_{1m} = 1/b\), \(C_{2m} = -1/b\) (see also Figs. 16.5 and 8.6). In fact, for \(r = b\) the principal curvatures of the pore rim at the equatorial plane are \(C_1 = 1/b\) and \(C_2 = -1/b\), coinciding with the inclusion's principal curvatures. This observation suggests the possibility of increasing the optimal size of the pore by altering the shape of the membrane inclusions from saddle-like \((C_{1m} = 1/b, C_{2m} = -1/b)\) towards more wedge-like \((C_{1m} = 1/b, C_{2m} \approx 0)\), see also Fig. 8.6 and (Fošnarič et al., 2003). The smaller the magnitude of \(|C_{2m}|\), the larger should be the preferred pore size (see also the inset in Fig. 16.3). Regarding the principal curvatures at the waist of the rim, \(C_1 = 1/b\) and \(C_2 = -1/r\), one would expect that the optimal pore size \((r^{opt})\) is approximately determined by \(C_{2m} = -1/r^{opt}\) and \(C_{1m} = C_1 = 1/b\), leading to the approximate relation (Fošnarič et al., 2003):
Figure 16.3 The free energy of the pore \( F \) as a function of the pore size \( r \) for differently shaped, anisotropic inclusions: \( C_{2m}/C_{1m} = -1 \) (a), \( C_{2m}/C_{1m} = -0.8 \) (b), \( C_{2m}/C_{1m} = -0.6 \) (c), and \( C_{2m}/C_{1m} = 0 \) (d). In all cases, the membrane is charged (\( \sigma = -0.05 \text{ A} \text{ s/m}^2 \), \( l_0 = 2.8 \text{ nm} \), \( C_{1m} = 1/b \) and \( n = 1/14000 \text{ nm}^2 \). The inset shows the position of the local minimum, \( r_{\text{opt}} \), as a function of \( C_{2m}/C_{1m} \) (solid line). The dashed line in the inset corresponds to \( -C_{2m}/C_{1m} = b/r_{\text{opt}} \). Reprinted with permission from Fošnarič, M., Kralj-Iglič, V., Bohinc, K., Iglič, A., and May, S. Stabilization of pores in lipid bilayers by anisotropic inclusions. J. Phys. Chem. B., 107, pp. 12519–12526. Copyright 2003, American Chemical Society.

\[
- \frac{C_{2m}}{C_{1m}} \approx \frac{b}{r_{\text{opt}}}. \tag{16.40}
\]

In Figs. 16.3 and (Fošnarič et al., 2003), we consider anisotropic inclusions with an intrinsic shape characterized by \( C_{1m} = 1/b \) and \( C_{2m}/C_{1m}: -1 \) (a), \(-0.8 \) (b), \(-0.6 \) (c) and \( 0 \) (d). As can be seen in Fig. 16.3, the local minimum of \( F(r) \) shifts to larger pore sizes as the inclusions become more wedge-shaped (compare the position of the local minimum of curves (a)–(c)). The solid line in the inset of Fig. 16.3 shows how the optimal pore radius \( r_{\text{opt}} \) changes with \( C_{2m}/C_{1m} \). The broken line in the inset displays the prediction of
Figure 16.4 Schematic representation of the stabilization of a hydrophilic pore in a bilayer membrane by anisotropic saddle-like membrane inclusions.

the approximate Eq. 16.40. Figure 16.3 also shows that below some critical values of the ratio $|C_{2m}/C_{1m}|$, the local minimum in $F(r)$ disappears (in Fig. 16.3 for $|C_{2m}/C_{1m}| < 0.4$), which means that the pore becomes unstable and starts to grow in a process which never stops. It should also be stressed that for isotropic inclusions where $C_{1m} = C_{2m}$ (see Fig. 8.6), we do not find energetically stabilized pores. The stabilization of a pore derives from the matching of the rim geometry with the inclusion's preference (Fig. 16.4). The pore rim provides a saddle-like geometry with different signs of $C_1$ and $C_2$ (see also Fig. 5.2). Consequently, saddle-like inclusion geometry (i.e., different signs of $C_{1m}$ and $C_{2m}$) is needed to stabilize the pore (Fošnarič et al., 2003). Possible candidates for saddle-like inclusions include strongly anisotropic lipid molecules (Fig. 16.5).

In all the examples presented in Fig. 16.3, we added anisotropic inclusions (single molecules or nanodomains) to charged membranes with a specifically selected Debye length $l_D = 2.8$ nm (Fošnarič et al., 2003) (the Debye length $l_D$ is inversely proportional to the square root of the ionic strength $c_0 = n_0/N_A$, see Eq. 13.71). We recall from Fig. 16.2 that this was the choice for which an inclusion-free membrane exhibits a very shallow minimum in $F(r)$ (see the dashed curve (b) in Fig. 16.2). The question arises whether pores
Figure 16.5  Saddle-like membrane inclusions with $C_{1m} > 0$ and $C_{2m} < 0$ may also be lipid molecules. Figure adapted from Rappolt (2012).

in a membrane with anisotropic inclusions can also be stabilized for other electrostatic conditions (i.e., other values of the ionic strength). In this respect, it is interesting to compare our theoretical predictions with the experimental observation of stable pores in red blood cell ghosts for which data exist on the optimal pore radius $r^{opt}$ as a function of the salt concentration $c_0$ (Lieber and Steck, 1982a). Our theoretical approach (Fošnarič et al., 2003) is able to reproduce this experimental data as presented in Fig. 16.6. Figure 16.6 shows the calculated and experimentally determined stable pore radius as a function of the salt concentration (ionic strength) in a suspension of red blood cell ghosts (Fošnarič et al., 2003). The inset of Fig. 16.6 shows the corresponding number of inclusions in the rim of the pore ($N_p$) (solid line), as well as the maximal possible number of inclusions in the rim of the pore $N_p^{max} = \pi r^{opt}/R_l$ (broken line) at which the inclusions would sterically occupy the entire rim. The observation $N_p < N_p^{max}$ indicates the applicability of our approach for the selected average area density of inclusions in the membrane. Nevertheless, Fig. 16.6 should be understood only as an illustration of the principal ability of anisotropic membrane inclusions to stabilize membrane pores under different electrostatic conditions.
Figure 16.6 Optimal pore size $r$ as a function of the ionic strength (salt concentration) of the surrounding electrolyte medium. The charge density of the membrane is $\sigma = -0.05$ As/m$^2$, the average area density of the inclusions is $n = 1/(2000\text{nm}^2)$, and the inclusion's preferred curvatures $C_{1m} = 1/b$ and $C_{2m}/C_{1m} = -0.4$. Experimental values (Lieber and Steck, 1982a) are also shown (●). The inset shows the actual number of inclusions, $N_P$, residing in the pore of optimal size, $r^{opt}$ (solid line), and the maximal number, $N_P^{max} = \pi r^{opt}/R_i$ (broken line). Reprinted with permission from Fošnarič, M., Kralj-Iglič, V., Bohinc, K., Iglič, A., and May, S. Stabilization of pores in lipid bilayers by anisotropic inclusions. J. Phys. Chem. B., 107, pp. 12519–12526. Copyright 2003, American Chemical Society.

Electroporation is a method for the artificial formation of pores in biological membranes by applying an electric field across the membrane (Maček-Lebar et al., 2002a,b). A problem in the electroporation of living tissue is that it often causes irreversible damage to the exposed cells and tissue (Lee and Kolodney, 1987). Increasing the amplitude of the electric field in electroporation diminishes cell survival rates (Wolf et al., 1994). On the other hand, if the applied electric field is too low, stable pores are not formed. A way to improve the efficiency of electroporation is chemical modification of the membranes by surfactants. Little is known about
The effect of C₁₂E₈ on reversible electroporation (measured by bleomycin uptake) and irreversible electroporation measured by cell survival on the cell line DC3F. Reprinted from Colloids and Surfaces A: Physicochemical and Engineering Aspects, 214(1–3), Maša Kandušer; Miha Fošnarič, Marjeta Šentjurc, Veronika Kralj-Iglič, Henry Hägerstrand, Aleš Igliča, and Damijan Miklavčiča, Effect of surfactant polyoxyethylene glycol (C₁₂E₈) on electroporation of cell line DC3F, pp. 205–217, Copyright 2003, with permission from Elsevier.

the effect of surfactants on cell membrane fluidity and its relation to electroporation.

A recent electroporation experiment showed that the non-ionic surfactant (detergent) polyoxyethylene glycol C₁₂E₈ does not affect reversible electroporation, but it significantly increases irreversible electroporation. Irreversible electroporation occurs at a lower applied voltage in the presence of C₁₂E₈ (Fig. 16.7). The addition of C₁₂E₈ caused cell death at the same voltage at which reversible electroporation took place. This can be explained by the pore stabilization effect of C₁₂E₈ (Kandušer et al., 2003) taking into account the results of the theoretical study presented above on the influence of anisotropic membrane inclusions on the energetics and stability of hydrophilic membrane pores.
C_{12}E_8 is incorporated in the lipid bilayer with its polar detergent headgroup at the level of the polar phosphate headgroups and with the detergent chain inserted in between the acyl chains of fatty acids of the membrane phospholipids (Thurmond et al., 1994). Incorporation of C_{12}E_8 into the phospholipid bilayer leads to a decreased average chain length and an increased average area per chain, and considerable perturbation of the acyl chain ordering of neighbouring phospholipid molecules. Consequently, the effective shape of phospholipids around C_{12}E_8 changes from a cylinder to an inverted truncated cone (Thurmond et al., 1994). The cooperative interaction of one C_{12}E_8 molecule and some adjacent phospholipid molecules has been proposed (Heerklotz et al., 1998). Based on this experimental data, an anisotropic effective shape of the C_{12}E_8 phospholipid complex (nanodomain) has been suggested recently (Hägerstrand et al., 2004).

In accordance with our theoretical predictions (Figs. 16.2 and 16.3), we therefore suggested that C_{12}E_8 induces an anisotropic membrane nanodomain (inclusion) (Hägerstrand et al., 2004) which stabilizes the membrane hydrophilic pore by accumulating on the toroidally shaped rim of the pore and attaining a favourable orientation (Fig. 16.4 and Kandušer et al., 2003).

We presume that hydrophilic pores are formed at the voltages at which reversible electroporation takes place, and that these pores are a prerequisite for the access of bleomycin to the cell interior that causes cell death. On the other hand, cell death that is a consequence of irreversible electroporation is caused by the electric field itself provoking irreversible changes in the membrane. In control cells which were treated with C_{12}E_8 so that pore stabilization did not occur, 50 percent of the cells survived the application of pulses of an amplitude of 250 V. In these cells, resealing of the cell membrane took place, while in the C_{12}E_8 treated cells no cells survived the application of pulses of an amplitude of 250 V, as resealing was prevented by C_{12}E_8 (Fig. 16.7). In control cells, we observed 50 percent permeabilization as determined by bleomycin uptake at 160 V (Kandušer et al., 2003). At the same voltage in the C_{12}E_8 treated cells we observed 50 percent permeabilization and also only 50 percent of cell survival after treatment with the electric field (Fig. 16.7). This shows that the irreversible electroporation of the
C₁₂E₈ treated cells is shifted to the same voltage at which reversible electroporation occurs. In other words, electropermeabilization in the presence of C₁₂E₈ becomes irreversible as soon as it occurs. These results lead to the conclusion that stabilization of the hydrophilic membrane pores by C₁₂E₈ is induced by anisotropic membrane inclusions (nanodomains) (Figs. 16.2, 16.3 and 16.4).

To confirm this conclusion additional experiments were performed (Kandušer et al., 2003). Namely, from the above described experiments with C₁₂E₈, we could not distinguish between the pore stabilization effect of the C₁₂E₈-induced anisotropic membrane nanodomains (Fig. 16.4) and the possibility that C₁₂E₈ could be toxic when it has access to the cell interior. Therefore, in these additional experiments, the molecules of C₁₂E₈ were added after the application of the train of eight electric pulses. It was shown that C₁₂E₈ was not cytotoxic when it gained access to the cell interior (Fig. 16.8), as after electroporation the cell membrane remains permeable for relatively small molecules such as C₁₂E₈ (Kandušer et al., 2003). From these results we concluded (Kandušer et al., 2003) that the cell death observed in the previous experiments (Fig. 16.7) is caused by bleomycin which is transported into the cell through pores which are stabilized by C₁₂E₈ (Fig. 16.4). Also, it was concluded that in order to show this effect C₁₂E₈ has to be incorporated in the cell membrane prior to the application of the electric pulses.

The influence that membrane inclusions (single molecules or nanodomains) have on the energetics of membrane pores is often interpreted in terms of altering the mesoscopic elastic properties of the membrane. For example, the effect of surfactants is often described by the surfactant-dependent effective bending stiffness of the membrane bilayer and the effective membrane spontaneous curvature (Božič et al., 2006; Kralj-Iglič et al., 1996, 1999; Safinya et al., 1989). Accordingly, it is assumed that the presence of a cone-like or inverted cone-like membrane constituent (Fig. 8.6) can induce a shift in the spontaneous curvature (Božič et al., 2006; Bobrowska et al., 2013; Kralj-Iglič et al., 1996, 1999). This shift can be translated into a change of line tension which may provide a simplified basis for analysing the energetics of the membrane pore (Karatekin et al., 2003).
Figure 16.8 Effect of C_{12}E_8 added immediately after application of electric pulses on the survival of DC3F cells. Reprinted from Colloids and Surfaces A: Physicochemical and Engineering Aspects, 214(1–3), Maša Kandušer, Miha Pošnarič, Marjeta Šentjurc, Veronika Kralj-Iglič, Henry Hägerstrand, Aleš Iglič, and Damijan Miklavčič, Effect of surfactant polyoxyethylene glycol (C12E8) on electroporation of cell line DC3F, pp. 205–217, Copyright 2003, with permission from Elsevier.

The theoretical approach presented in this chapter contains isotropic membrane constituents only as a special case, namely the membrane constituents are isotropic for $D_m = 0$ (see Fig. 8.6). Beyond the effect of cone-like and inverted cone-like membrane constituents, our present approach also allows analysis of other shapes, such as wedge- or saddle-like shape (Fig. 16.5). Such membrane constituents (see also Fig. 7.1) and nanodomains (Fig. 8.2) can be characterized by an appropriate combination of $H_m$ and $D_m$ (or equivalently $C_{1m}$ and $C_{2m}$).

In the case of a homogeneous lateral distribution of membrane inclusions (single molecules or nanodomains), the intrinsic spontaneous mean curvature of the inclusions ($H_m$) renormalize the membrane spontaneous curvature (see also Božič et al., 2006; Kralj-Iglič et al., 1996, 1999). However, if the lateral distribution of
inclusions is not homogeneous (Bobrowska et al., 2013; Hägerstrand et al., 2006; Iglič et al., 2004b; Tian and Baumgart, 2009), the effect of the membrane inclusions (e.g., surfactant-induced membrane nanodomains, rigid protein-induced nanodomains, etc.) on membrane elasticity cannot be described simply by renormalization of the membrane spontaneous curvature.

Adding the non-ionic surfactant octaethyleneglycol dodecylether (C₁₂E₈) (Kandušer et al., 2003; Troiano et al., 1998) to the outer solution of the phospholipid membrane or the cell membrane causes a decrease in the threshold for irreversible electroporation (i.e., C₁₂E₈ decreases the voltage necessary for reversible electroporation) (Fig. 16.7). In other words, C₁₂E₈ molecules make transient pores in the membrane more stable (Kandušer et al., 2003).

The theoretical approach presented in this chapter could also help to obtain a better understanding of the pore energetics as investigated by Karatekin et al. (2003). For example, the authors measured a dramatic increase of the transient pore lifetime induced by the detergent Tween 20 which has an anisotropic polar headgroup. The importance of anisotropy of polar heads of detergents for the stability of anisotropic membrane structures has been indicated recently. As already mentioned in Section 9.3, it has been shown that a single-chained detergent with an anisotropic dimeric polar head (dodecyl β-maltoside) may induce tubular nanovesicles (Bobrowska et al., 2013; Hägerstrand et al., 1999; Kralj-Iglič et al., 2005) in a way similar to that induced by strongly anisotropic dimeric detergents (Kralj-Iglič et al., 2000).

This approach could also add to better understanding of the pore formation induced by some antimicrobial peptides (Huang, 2000; Shai, 1999). These peptides have a pronounced elongated shape which arises from their alpha-helical backbone structure which renders them highly anisotropic. Some of these peptides are believed to self-assemble cooperatively into membrane pores. Thus, they can not only facilitate pore formation but also can actively induce it. Our model provides a simple way to describe the underlying physics of peptide-induced pore formation in lipid membranes, but it also involves a number of approximations (Fošnarič et al., 2003). For example, concerning the geometry of the membrane pore, its shape is assumed to be circular, covered by a semi-toroidal rim. Further,
direct interactions between inclusions (Marčelja, 1976) (which can be included in our theoretical approach as described in Chapter 9) may become important for the inclusions distributed in the pore rim where the distance between neighbouring inclusions can be very small.

This theoretical approach takes into account the anisotropy of the membrane inclusions (single molecules or nanodomains) enabling us to describe various molecular shapes, such as cone-, inverted cone-, wedge-, and saddle-like inclusions (Figs. 8.6 and 7.1). In the model, the lateral density of anisotropic inclusions (single molecules or nanodomains) is not kept constant so the inclusions may be predominantly localized in energetically favourable regions (Bobrowska et al., 2013; Hägerstrand et al., 2006; Iglič et al., 2004b) such as pore edges. Our model is simple, but it provides a lucid framework to analyse the energetics of pore formation in bilayer membranes (Fošnarič et al., 2003) due to exogenously bound molecules such as, for example, the detergent sodium cholate (Karatekin et al., 2003), the detergent C_{12}E_{8} (Kandušer et al., 2003) or the protein talin (Saitoh et al., 1998).

To conclude, in this chapter it is shown that the optimal pore size in a charged bilayer membrane is determined by the ionic strength of the surrounding electrolyte solution and by the intrinsic shape of the anisotropic membrane inclusions (single molecules or nanodomains). Saddle-like membrane inclusions (Fig. 16.5) favour small pores, whereas more wedge-like inclusions (Fig. 7.5) give rise to larger pore sizes (Fošnarič et al., 2003). We showed theoretically that for an ionic strength below 0.05 mol dm⁻³, the optimal size of the pore strongly increases with decrease in ionic strength. In accordance with theoretical predictions, it is indicated experimentally that C_{12}E_{8}-induced anisotropic membrane inclusions may stabilize a hydrophilic pore in the membrane, presumably due to accumulation of C_{12}E_{8} on the toroidally shaped rim of the pore (Kandušer et al., 2003).
Chapter 17

Membranous Nanostructures as in vivo Cell-to-Cell Transport Mechanisms

Recently, a new mechanism of cell-to-cell communication was proposed when thin tubular connections between membrane-enclosing compartments were discovered (Fig. 17.1). The basic research was first performed on liposomes where membranous tubes of thickness below a micrometre are commonly formed, especially if a mechanical or a chemical disturbance is introduced into the liposome system (Kralj-Iglic et al., 2001a; Kralj-Iglic, 2002; Mathivet et al., 1996). Such lipid bilayer nanotubes may connect two or more liposomes (Karlsson et al., 2001). It was observed (Iglic et al., 2003) that a dilatation of the tube forming a gondola may exist and travel along the tube (Fig. 17.2).

Based on the discovery of nanotubes and gondolas in artificial systems (Karlsson et al., 2001; Kralj-Iglic et al., 2001a; Kralj-Iglic, 2002) and the discovery of intra-tubular particle transport between two liposomes (Karlsson et al., 2001), it was suggested that similar mechanisms may also take place in cells (Iglic et al., 2003). In cells nanotubes and gondolas (forming an integral part of the nanotube) may constitute a transport system within and between the cells (Iglic et al., 2003; Karlsson et al., 2001). Transport to the target point
Figure 17.1 A micrograph showing two membrane-enclosed parts of a disintegrated red blood cell connected by long partially tubular membrane structure. The arrow points to a large prolate bleb which is an integral part of the membrane tube. The red blood cells were observed in isotonic physiological solution with added dibucaine at pH ≈ 8.5. Scale bar = 3 μm. Reprinted from Physics Letters A, 310(5–6), Aleš Iglič, Henry Hägerstrand, Małgorzata Bobrowska-Hägerstrand, Vesna Arrigler, and Veronika Kralj-Iglič. Possible role of phospholipid nanotubes in directed transport of membrane vesicles, pp. 493–497, Copyright 2003, with permission from Elsevier.

would be much more selective, if the motion of the vesicles could be directed by the nanotubes. Such nanotube-directed transport might have an important role in the selectivity of specific pathways in cellular systems where the transport vesicles move specifically from one membrane to another (Iglič et al., 2003).

After the discovery of nanotubes in liposome systems, the first indication that nanotubular structures might also be present in cellular systems came from experiments with manipulated erythrocytes. It was observed (Iglič et al., 2003) that small vesicles released from erythrocytes moved synchronously with the parent cell, and that these vesicles were connected to the cell by thin tubes (Fig. 10.9). Recently, thin membranous tubes, so-called tunnelling nanotubes (TNTs) that bridge distances up to a few 100 μm, have been discovered in different cellular systems (see Chinnery et al., 2008; Davis and Sowinski, 2008; Gerdes et al., 2007; Gerdes and Carvalho, 2008; Gimsa et al., 2007; Hurtig et al., 2010; Iglič et al., 2007b; Koyanagi et al., 2005; Önfelt et al., 2004; Rustom et al., 2004; Veranič et al., 2008; Vidulescu et al., 2004; Watkins and Salter, 2005). It was proposed that TNTs represent a new mode of cell-to-cell communication and that they might also enable direct transport of
Figure 17.2  Transport of a small phospholipid prolate bleb (black arrow) along a thin phospholipid tube (white arrow) protruding from a liposome. Note that the bleb (gondola) is an integral part of the tube membrane. Scale bar, 10 µm. The vesicles were observed under an inverted microscope with phase contrast optics. Reprinted from Physics Letters A, 310(5–6), Aleš Iglič, Henry Hägerstrand, Malgorzata Bobrowska-Hägerstrand, Vesna Arrigler, and Veronika Kralj-Iglič, Possible role of phospholipid nanotubes in directed transport of membrane vesicles, pp. 493–497, Copyright 2003, with permission from Elsevier.
molecules and even organelles between the cells (Gerdes et al., 2007; Hurtig et al., 2010; Iglč et al., 2003; Koyanagi et al., 2005; Önfelt et al., 2004; Rustom et al., 2004; Veranič et al., 2008).

Nanotubes that bridge neighbouring cells (i.e., bridging nanotubes) were mostly found in cells that are weakly connected to each other or actively migrate and seek for bacteria or attachment to eukaryotic cells. However, bridging nanotubes also exist in cells with a limited ability of movement and strong intercellular connections (Rustom et al., 2004; Veranič et al., 2008). Nanotubes may also connect intracellular membranous compartments such as Golgi stacks (Iglč et al., 2004b; Mathivet et al., 1996) and references therein), and may be a part of the subjacent membrane pool which forms an infrastructure of the cell.

It was shown that there are at least two types of bridging nanotubes in different processes of formation, stability, cytoskeletal contents, and function (Veranič et al., 2008). Type I was classified as those membrane tubes which contain actin filaments and start growing as filopodia, but can become up to 30 μm long (Fig. 17.3). This type of tubular protrusion usually appears as bunches of several tubes which dynamically seek for connections with neighbouring cells (Veranič et al., 2008).

Protrusions remain stable even after disintegration of the actin filaments with cytochalasin D (Fig. 17.4). After reaching an appropriate neighbouring cell, the protrusions connect to the target cell (Fig. 17.3A) and remain connected for several tens of minutes. The tube may be attached to the plasma membrane of the target cell by an anchoring type of intercellular junction (Veranič et al., 2008). From the results of experiments with actin–GFP (Fig. 17.5), we know that there is also a cytosolic and not only a membrane connection between the two cells interconnected by type I nanotubes. We found the spread of actin–GFP via a tunnelling nanotube from one T24 cell with highly expressed actin–GFP to another cell which was devoid of actin–GFP (Fig. 17.5 A). The spreading of actin–GFP into the second cell is clearly visible as a cone of fluorescence at the connection point. To further confirm the connectivity of two cells, we screened multiple non-transfected cells which were connected to an actin–GFP overexpressing cell via type I nanotubes. Frequently, we observed diffraction-limited signals in the non-
transfected cell, which moved with very high mobility, too fast to be traceable at a time-delay of 22 ms; the signal amplitudes concur with the brightness of a single or several GFP molecules (Fig. 17.5B). We interpret the signals as free actin–GFP monomers, or small associates that have dissociated from the actin filaments upon tube formation. We never observed such signals in non-transfected unconnected cells.

The exchange of lipid components of the plasma membrane between cells connected by nanotubes of type I seems to be nearly completely stopped at the junction between the nanotube and the neighbouring target cell (Fig. 17.6). The fluorescent lipid marker Dil did not pass the junction point even after 24 hours of co-cultivation of labelled T24 cells and non-labelled cells (Fig. 17.6). Only some small spots of Dil were found on the non-labelled cells, which could also indicate vesiculation of the labelled cells and the fusion (or
adhesion) of the released vesicles with the membranes of the non-labelled cells.

Type II bridging nanotubes have cytokeratin filaments and are mainly located more appically on the cell (Fig. 17.7). These nanotubes start to grow as the cells move apart (Fig. 17.8). At the very beginning of tube formation some actin is still present at the entry point of the tubes. As the tube extends, the actin gradually disappears and only cytokeratin filaments remain. After the dissociating cells reach a distance of 30 to 40 μm only one such cytokeratin-containing nanotube remains as a link between the two cells. These longer tubes, which can be up to several 100 μm long, can connect dissociating cells for more than 2 hours (Figs. 17.7 and 17.8).

On many nanotubes that connect neighbouring urothelial cells, vesicular dilatations were found (Fig. 17.9). Vesicular dilatations can be seen in both types of bridging nanotubes. The dilatations
Figure 17.5 Exchange of actin-GFP via a bridging nanotube between two T24 cells. Stable actin-GFP transfected T24 cells were frequently found to be interconnected by TNTs. Occasionally, connections were observed between a high expressing cell and a cell devoid of actin-GFP (cell borders are indicated by a dashed line). The spreading of actin-GFP into the second cell is clearly visible as a cone of fluorescence growing into the GFP-actin negative cell (A). Two nanotubes indicated by arrows connect the shown non-transfected cell with an actin-GFP positive cell outside the imaged area (the imaging pinhole is indicated by a full line) (B). Multiple diffraction-limited spots could be observed at high mobility, indicating the presence of free actin-GFP molecules in the non-transfected cell (see also supplemental material in III and Veranić et al. (2008). Reprinted from Biophysical Journal, 95(9), Peter Veranić, Maruša Lokar, Gerhard J. Schütz, Julian Weghuber, Stefan Wieser, Henry Hågerstrand, Veronika Kralj-Iglič, and Aleš Iglič, Different types of cell-to-cell connections mediated by nanotubular structures, pp. 4416–4425, Copyright 2008, with permission from Elsevier.

on type II nanotubes are larger, usually placed in the middle of the tube and do not move along the tube (Veranić et al., 2008). On the other hand, type I nanotubes frequently have vesicular dilatations that move along the tubes in both directions, as seen in Fig. 17.10. Such vesicular dilatations (gondolas) move by 5 to 15 μm in a certain direction with an average speed of 40 nm per second. They sometimes appear in the middle of the nanotube and travel along the nanotube until they fuse with the cell body (Fig. 17.10).

These observed distensions of the nanotubes (gondolas) moving along the bridging nanotubes of type I (Fig. 17.10) may be formed in different ways. In some cases the formation of gondolas, corresponding to transient excited states, may be induced by a sudden tension (caused, e.g., by diverging cells) in the membrane nanotubes.
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Figure 17.6 Urothelial T24 cells labelled with lipophilic stain Dil were cocultured with unlabelled T24 cells. The nanotubes (arrow) of stained cells (red) became extended and attached to unstained cells (green) in 3 hours. However, even after 24 h Dil stain did not spread to the connected cells. Reprinted from Biophysical Journal, 95(9), Peter Veranič, Maruša Lokar, Gerhard J. Schütz, Julian Weghuber, Stefan Wieser, Henry Hägerstrand, Veronika Kralj-Iglič, and Aleš Iglič, Different types of cell-to-cell connections mediated by nanotubular structures, pp. 4416–4425, Copyright 2008, with permission from Elsevier.

at specific sites where the local membrane constituents of the nanotubes enable and favour the formation of such dilatations. The tension-induced dilatation of the nanotube may appear anywhere along the nanotube and then travel as a wave along the bridging nanotube in the direction that is energetically favourable. Tension could be the most probable origin of gondolas that suddenly appear in the middle of a nanotube. These tension-induced dilatations of the nanotubes, like any other excited state of the membrane, relaxed after a certain time. It was previously reported that slight undulations relax in seconds while sphere-like blebs relax in minutes (Bar-Ziv and Moses, 1994; Bar-Ziv et al., 1999). The distension of the nanotubes may also be formed because of a small organelle inside the nanotube, if the diameter of the organelle is larger than the inner diameter of the nanotube (Gerdes et al.,
Figure 17.7 In the T24 urothelial line, a long tubular structure connects cells of the two cell clusters C1 and C2 (A). Panel B is a magnified region of the area in the black frame in A. Such long singular tubes of type II contain thin cytokeratin filaments (↑ in C). In C, cytokeratin 7 is labelled in red, actin in green, and the nucleus with DAPI in blue. Reprinted from Biophysical Journal, 95(9), Peter Veranič, Maruša Lokar, Gerhard J. Schütz, Julian Weghuber, Stefan Wieser, Henry Hägerstrand, Veronika Kralj-Iglič, and Aleš Iglič. Different types of cell-to-cell connections mediated by nanotubular structures, pp. 4416–4425, Copyright 2008, with permission from Elsevier.

2007). An organelle inside a nanotube may be actively transported by different acto–myosin-dependent mechanisms (Gerdes et al., 2007; Hurtig et al., 2010; Önfelt et al., 2004; Ruston et al., 2004).

The vesicular dilatations of nanotubes observed moving along bridging nanotubes of type I (Figs. 17.9 and 17.10) show a striking similarity to the dilatations of phospholipid nanotubes which move along nanotubes (Fig. 17.2). Therefore, it is also possible that the initiation of gondola formation (Fig. 17.11A) may be based on similar physical mechanisms to those governing the formation of free membrane daughter vesicles, which are created in the processes of budding. In contrast to the latter process, however, in gondolas the connection to the parent membrane from which they originate is not disrupted when the gondola is detached from the parent cell (Fig. 17.11B). From observations in pure lipid systems (Fig. 17.2), it is clear that for the existence of a vesicle, which is a distended integral part of the nanotube membrane (Fig. 17.11), it is not always necessary that the diameter of the enclosed material (e.g., an organelle) be larger than the inner diameter of the nanotube (Gerdes et al., 2007). Transported material (multiple small particles moving synchronously within the distension) may be enclosed within the gondola or may be a part of the gondola membrane.
Figure 17.8 Two separating T24 cells (C1 and C2) having actin (A) and cytokeratin (B) filaments present in the forming protrusions. Membranes of the two cells detach at certain sites forming tail-like protrusions between the membranes. The membranes gradually separate as the cells move apart, pulling and dividing their cytoskeletal content. Note that both actin (A) and cytokeratin (B) filaments are still present in the growing tubular connections. Reprinted from *Biophysical Journal*, 95(9), Peter Veranič, Maruša Lokar, Gerhard J. Schütz, Julian Weghuber, Stefan Wieser, Henry Hägerstrand, Veronika Kralj-Iglič, and Aleš Iglič, Different types of cell-to-cell connections mediated by nanotubular structures, pp. 4416-4425, Copyright 2008, with permission from Elsevier.

(Fig. 17.11). Once the gondola is formed, its movement along the nanotube (Fig. 17.11C) requires no additional bending energy. Nevertheless, some process is needed to provide the energy for the gondola to travel along the nanotube. It is possible that gondola movement is driven by the difference in chemical potential between the molecules packed inside the gondola and the molecules in the interior of the target cell, or the difference in chemical potential between the molecules composing the membrane of the gondola and the molecules in the membrane of the target cell. The final event of the transport process is the fusion of the gondola with the target membrane (Iglič et al., 2003; Veranič et al., 2008). In this process, molecules of the gondola's membrane which originate from the parent, a nearly flat membrane, redistribute again in an almost flat target membrane (Fig. 17.11E). This may be energetically favourable and therefore, also part of the driving mechanism to facilitate fusion of the gondola with the membrane. Prior to fusion of the gondola with the target cell membrane, no neck formation is needed (Fig. 17.11D) since the neck is already part of the nanotube
connecting the gondola to the membrane of the target cell. This is contrary to the case of a free transport vesicle. It can therefore be concluded that the transport of material in gondolas (or the transport of molecules composing the membrane of gondolas) may be energetically advantageous over free vesicle transport.

Since the bridging nanotubes differ in their structural components, they probably also differ in their functions. Some of the observed bridging nanotubes are certainly TNT (Rustom et al., 2004). The cloud of cytosolic non-polymerized (free) actin–GFP molecules in a cell originally devoid of actin–GFP (Fig. 17.5) clearly shows the transport of free actin–GFP molecules through the bridging nanotubes connecting two neighbouring cells. Nevertheless, further investigations are required to explain in detail what kind of material, signals or information could be exchanged via the observed bridging nanotubes and nanotube-directed gondolas, and in what form or which cytoskeletal components are involved in possible nanotube-mediated communication between neighbouring cells.

It was shown in the previous Chapters 9 and 10 of this book that the lateral distribution of membrane components may
Figure 17.10  Fusion of a gondola (↑) with a cell body is seen from a time-lapse sequence showing directional movement of the gondola along a nanotube. The time sequence in seconds is indicated on the upper left side of each micrograph. Reprinted from *Biophysical Journal*, 95(9), Peter Veranič, Maruša Lokar, Gerhard J. Schütz, Julian Weghuber, Stefan Wieser, Henry Hägerstrand, Veronika Kralj-Iglič, and Aleš Iglič, Different types of cell-to-cell connections mediated by nanotubular structures, pp. 4416–4425, Copyright 2008, with permission from Elsevier.

Figure 17.11  Schematic illustration of nanotube-directed transport of small carrier vesicles (gondolas) transporting granular content and membrane particles. Reprinted from *Biophysical Journal*, 95(9), Peter Veranič, Maruša Lokar, Gerhard J. Schütz, Julian Weghuber, Stefan Wieser, Henry Hägerstrand, Veronika Kralj-Iglič, and Aleš Iglič, Different types of cell-to-cell connections mediated by nanotubular structures, pp. 4416–4425, Copyright 2008, with permission from Elsevier.

strongly depend on their intrinsic shape. Therefore the formation and mechanical stability of intercellular (tunnelling) nanotubes are also determined by the intrinsic shape of membrane components. Fig. 17.12 is an illustrative example showing the theoretically predicted accumulation of an anisotropic membrane component in the membrane tube that connects two spheroidal cells, where the
isotropic membrane component is predominantly accumulated in the spherical membrane regions. The equilibrium membrane shape and equilibrium lateral distribution of the membrane components presented in Fig. 17.12 were determined in the same minimization procedure (Bobrowska et al., 2013; Kabaso et al., 2012a). In accordance with the results presented in Figs. 9.2–9.4 and 10.8, the energetically favourable accumulation of anisotropic membrane components is indicated to be the main driving force in the formation and stabilisation of the intercellular tube connecting the two spheroidal membrane regions (Kabaso et al., 2012a; Veranič et al., 2008).
Chapter 18

Biological Impact of Membranous Nanostructures

In this book the basic biophysical mechanisms governing biological membrane configurations are considered. The membrane configuration comprises the lateral redistribution of membrane constituents and the related membrane curvature. As membrane constituents are small, the resulting curvatures are large. Membranous nanostructures are formed such as nanovesicles (NVs), nanotubules, and inverted hexagonal stacks. These structures represent an important pool of biological membranes (Kralj-Iglič, 2012). They are composed in a way similar to the mother cell and also enclose a cell interior. Nanotubules explore the surroundings and may become attached to neighbouring cells. NVs are free to move in body fluids and travel with the circulation. They can reach distant cells and interact with them. Nanotubules and NVs transfer matter and information to other cells. Therefore, they can be considered as cell-cell communication systems. By fusing with recipient cells, nanotubules and NVs convey to these cells surface-bound ligands and receptors (Ratajczak et al., 2006a,b), prion proteins (Fevrier et al., 2004; Vella et al., 2008), genetic material including RNA and DNA (Baj-Krzyworzeka et al., 2006; Pisetsky, 2009), and infectious
agents (Coltel et al., 2006; Pelchen-Matthews et al., 2004). It has been suggested that NVs are involved in cancer metastasis (Janowska-Wieczorek et al., 2006). Nanotubules and NVs contribute to tumour progression and the spreading of inflammation and infection. It is therefore indicated that basic biophysical mechanisms such as membrane budding and vesiculation play an important role in health and disease. To manipulate these mechanisms it is necessary to describe and understand the processes leading to stable membranous nanostructures.

Methods have been developed to harvest NVs from body fluids. Information on homeostasis can be obtained by harvesting and analysing NVs. For example, the presence of tumours can be detected by characterization of isolated NVs. It was recently demonstrated that RNA profiles, in particular microRNA, are appropriate biomarkers for tumours of various origin (Lu et al., 2005) and various clinical outcome (Calin et al., 2005). MicroRNAs are short (about 18–25 nucleotides long) non-coding RNAs. They are classified as small interfering siRNA, ribosomal rRNA, transfer tRNA, and small nuclear snRNA (Metias et al., 2009). It was reported that over 700 different microRNAs have been identified within the human genome (Patel and Saute, 2011). It is indicated that the microRNA profile is associated with prognosis and development of the disease (Patel and Saute, 2011; White and Yousef, 2010). Furthermore, mutations in microRNA genes are frequent and may have functional importance (Calin et al., 2005); they can either suppress tumours or promote their growth and proliferation (Patel and Saute, 2011). MicroRNA profiling has already been applied to chronic lymphocytic leukemia to distinguish between slowly expanding or aggressive forms of cancer (Lu et al., 2005). Also, the composition of NVs isolated from the blood of patients with early (stage II) colorectal cancer could be distinguished from the composition of those isolated from sex- and age-matched healthy volunteers (Nielsen et al., 2010). Compared to current invasive methods that are used to diagnose most malignancies, the assessment of NVs is advantageous as it only requires a relatively small amount of blood. Assessment of NVs can be used to diagnose the disease, and to follow development and treatment of the disease. Therefore, NVs are considered as potential biomarkers for various diseases, including cancer.
In studying the origin of various diseases and the mechanisms that underlie them, extensive work was performed using chemical and biochemical methods. These methods focus on specific molecules, their binding, reactions, and pathways. Although important progress has been achieved, in many diseases (such as cancer), an essential unifying mechanism or mechanisms has have not yet been revealed. Up to now, the contributions of physics and biophysics cannot match that of chemistry and biochemistry. Apparently, living creatures were so far commonly considered too complex to be adequately described by the physical methods which proved effective in the description of simple systems. However, even in highly complex living creatures, some relevant issues can be exposed to simplify the system. In such cases the methods of theoretical physics can then be applied.

By using the methods of statistical mechanics and thermodynamics it will be demonstrated that the shape of membranous nanostructures is consistent with the ordering of membrane constituents in strongly anisotropically curved membrane regions, an arrangement which is energetically favourable (see Chapters 7, 9 and 10). These theoretical predictions are supported by experimental evidence. Furthermore, orientational ordering of particles with internally distributed charge provides an explanation of the mediated attractive interaction between membranes (see Section 14) which is clinically relevant as a nanovesiculation suppressive mechanism.

The cell membrane is a basic building element of the cell (see Section 18.2). In order to understand the interdependence between processes which take place in cells, it is necessary to understand those features that are relevant for the cell membrane. For this purpose, the cell membrane has been extensively studied. Following a thorough investigation, Singer and Nicolson in 1972 proposed the fluid mosaic model of the membrane. The membrane was described as a lipid bilayer (see Chapter 2) in which proteins and other large molecules are embedded (Singer and Nicolson, 1972). From a physical point of view, the fluid mosaic model expresses the fact that the phospholipid bilayer exhibits the properties of a two-dimensional laterally isotropic liquid. Proteins and other large molecules can more or less freely move laterally within the
membrane. Studies (theoretical and experimental) over the last 40 years confirmed that the fluid mosaic model provides a good description of the biological membrane and established it as the standard model.

Twenty-five years later, the fluid mosaic model was complemented by considering lateral inhomogeneities (Brown and London, 1998b; Simons and Ikonen, 1997) (see also Chapters 8-10). According to the modified model, the membrane is described as a two-dimensional liquid with embedded nanodomains (see Chapter 8) of specific composition. These nanodomains are called membrane rafts. Membrane rafts are rather small (10–200 nm) and relatively heterogeneous dynamic structures which exhibit an increased concentration of cholesterol and sphingolipids (Pike, 2006; Simons and Gerl, 2010). From a biochemical point of view, membrane rafts are structures which at low temperatures resist solvation by detergents while from a biophysical point of view, it is considered that increased ordering of membrane constituents takes place in the raft due to interactions between the highly saturated fatty acids of sphingolipids. It was suggested that fatty acids within rafts have limited mobility with respect to the unsaturated fatty acids which are located in other parts of the membrane. Dynamic accumulation of specific membrane constituents in rafts regulates the spatial and temporal dependence of signalization and transport of matter, thereby forming transient but vitally important signalling platforms.

Membrane curvature is determined by the shape of membrane constituents and their interactions (see Chapter 8). By accumulation of a specific type of constituent, an intrinsic curvature of the raft is determined which may be different from the curvature of the surrounding membrane (see also Chapter 8). In other words, lateral sorting of membrane constituents may cause changes in the local membrane curvature (see Chapter 9). Considering this interdependence, the fluid mosaic model was further upgraded as described earlier in this book. Hence, this and previous chapters are devoted to theoretical and experimental evidence showing that membranous nanostructures are a stable pool of cell membranes and that they play a functional role in cellular processes.
Figure 18.1 A schematic representation of three models of the membrane: the fluid mosaic model (Singer and Nicolson, 1972), the membrane raft model (Brown and London, 1998a,b; Simons and Ikonen, 1997), and the fluid crystal mosaic model (Kralj-Iglič, 2012). Violet colour indicates orientational ordering of lipid molecules on the tubular part. Republished with permission of DOVE Medical Press, from Stability of membranous nanostructures: A possible key mechanism in cancer progression, Kralj-Iglič, V., Int. J. Nanomed., 7, copyright 2012; permission conveyed through Copyright Clearance Center, Inc.

To simplify the system, it is considered that one of the membrane extensions (the thickness) is much smaller than the other two extensions, so the membrane may be treated as a two-dimensional surface (see Chapter 5). Also, the membrane is viewed as composed of a large number of particles (building units) which mutually interact (Kralj-Iglič, 2012). Taking into account the above supposition, the membrane layer is described as a surface composed of building units (molecules, groups of molecules, membrane rafts, and nanodomains), which attains a shape corresponding to the minimum of its free energy (see Chapter 9). Orientational ordering of membrane building units on strongly anisotropically curved membrane regions (such as nanotubules, hexagonal stacks, and narrow necks) provides an explanation for the stability of different types of membranous nanostructures (see Chapters 7–10).
Accordingly, the extended model may be referred to as the “fluid crystal mosaic model” expressing that curvature-related lateral and orientational redistribution of membrane constituents takes place.

18.1 Nanovesiculation and Nanovesicles

NVs isolated from blood were first described as an inert platelet dust (Wolf, 1967). Later, it was observed that NVs are shed from the membrane of erythrocytes during storage (Cole et al., 1979; Greenwalt, 2006; Rumsby et al., 1977; Shukla et al., 1978; Simak and Gilderman, 2006), or in vitro following the addition of different stimuli to a suspension of erythrocytes (Allan et al., 1976; Araki, 1979; Hägerstrand and Isomaa, 1989, 1992, 1994; Yamaguchi et al., 1991). Nanovesiculation was observed in platelets (George et al., 1982; Hägerstrand et al., 1996; Heijnen et al., 1999), white blood cells (Cerri et al., 2006), endothelial cells (Brogan et al., 2004; Combes et al., 1999; Martinez et al., 2005; Shet et al., 2003), and cancer cells (Black, 1980; Ginestra et al., 1998; Huber et al., 2005; Koga et al., 2005; Kralj-Iglič et al., 1998; Sheldon et al., 2003; Taylor et al., 1983a,b; Valenti et al., 2007; Whiteside, 2005), where it was related to procoagulant activity (Bastida et al., 1983, 1985, 1986; Rauch and Antoniak, 2007).

It is now considered (Diamant et al., 2004; Flaumenhaft, 2006; Greenwalt, 2006; Hugel et al., 2005; Pisetsky, 2009; Ratajczak, 2006; Ratajczak et al., 2006b; Taylor and Black, 1987; Whiteside, 2005) that NVs are sub-micron sized, membrane-enclosed compartments of the cell interior which are released into the surrounding solution in the final stage of the budding process and become free to move with body fluids.

It was found that platelet-derived NVs contain compounds which catalyse formation of blood clots (Berkmans et al., 2002; Bona et al., 1987; del Conde et al., 2005; Furie et al., 2005; Mallat et al., 1999; Müller et al., 2003; Sabatier et al., 2002); moreover, the area-to-volume ratio of platelet-derived NVs is much larger than that of intact platelets, so that nanovesiculation significantly increases the catalytic surface for blood clot formation and is considered to be a procoagulant mechanism. The interplay between these processes takes part especially through NV-mediated interaction
among platelets, endothelial cells, and tumour cells; and is reflected in secondary thromboembolic events (e.g., in cancer (del Conde et al., 2007; Furie and Furie, 2006; Hron et al., 2007; Rauch and Antoniak, 2007), autoimmune diseases (Dignat-George et al., 2004; Jy et al., 2007; Kravitz and Shoenfeld, 2005; Pereira et al., 2006; Warkentin et al., 1994)), and in tumour progression (Huber et al., 2005; Janowska-Wieczorek et al., 2005; Valenti et al., 2007).

It would be beneficial to perform diagnosis on samples of peripheral blood instead of on samples obtained by biopsy. It is believed that blood contains circulating NVs (Dey-Hazra et al., 2010; Orozco and Lewis, 2010; Piccin et al., 2007; Sellam et al., 2009) carrying information on clinical status. Also it is believed that these NVs can be harvested by isolation. Isolated NVs can be assessed for concentration and composition. Different protocols for the isolation of NVs can be found in the literature (Biro et al., 2004; Diamant et al., 2002; Dignat-George et al., 2004; Hugel et al., 2004; Nomura, 2004; Shet et al., 2004), usually consisting of centrifugation and washing of the sample and then assessing the NVs by flow cytometry (Dey-Hazra et al., 2010; Huica et al., 2011; Orozco and Lewis, 2010; Robert et al., 2009; Shah et al., 2008). However, a method based on the isolation and assessment of NVs from blood that would be of satisfactory repeatability and accuracy and therefore, suitable for diagnosis and treatment in clinical practice has not yet been established.

It is also interesting to observe the isolates NVs. Due to their size and shape, membrane constituents can induce strong curvature in the membrane, which then forms protrusions and eventually NVs. Due to this potential for strongly curving the membrane, the pinched off NVs are very small and therefore cannot be observed directly under an optical microscope. Other techniques appropriate for observation of biological material are required to reveal their shape, such as imaging with an atomic force microscope (AFM), imaging with a scanning electron microscope (SEM), and imaging with a transmission electron microscope (TEM) (Drobne et al., 2005; Vesel, 2008; Wilson et al., 1995).

Observation by AFM, SEM, and TEM can only be made on a limited number of NVs, whereas flow cytometry is able to record a very large number of NVs and thereby, also give information on the
size distribution. Thus, microscopic imaging and flow cytometry are complementary in gathering information on NVs.

Figure 18.2 shows a dot plot of events detected by flow cytometer. As cells are expected to be found in isolates, we defined three regions: R1, microspheres with a known diameter of 10 μm; R2, residual cells; and R3, NVs.

18.1.1 Nanovesicles Isolated from Blood

To isolate NVs, peripheral blood samples (1.7–20 ml) were taken from human and animal donors. In patients, blood was taken when it was collected for therapeutic reasons, within the same phlebotomy. Similarly in students, blood was taken when it was collected for obligatory check-ups, but for the experiments only, blood was taken from the authors and staff. Mare’s blood was used because the large size of the animal allowed collection of a larger volume of blood with minimal discomfort to the animal.

The sampled blood was centrifuged at 1550 g for 20 min. The upper 250 μl of plasma was slowly removed from each tube.
and transferred to a 1.5 ml Eppendorf tube. The samples were centrifuged at 17570 g for 30 min and the supernatant (225 μl) was discarded and the pellet (25 μl) re-suspended in 225 μl of citrated phosphate buffer saline (PBS). Samples were centrifuged again at 17570 g for 30 min and the supernatant (225 μl) discarded. The pellet (25 μl) was re-suspended in an appropriate quantity of citrated PBS.

For scanning electron imaging of isolates, NVs were suspension-fixed in 1% glutaraldehyde dissolved in PBS/citrate buffer for 60 min at 22°C, post-fixed for 60 min at 22°C in 1% OsO₄ dissolved in 0.9% NaCl, and then dehydrated in a graded series of acetone/water (50%–100%, v/v). The samples were critical-point dried, gold-sputtered, and examined using a SEM.

Figure 18.3 shows a scanning electron micrograph of an isolate, while Fig. 18.4 shows scanning electron micrographs of chosen regions within an isolate from the blood of a healthy human donor. Heparin (Fig. 18.4A–D) and trisodium citrate (Fig. 18.4E,F) were used as the anticoagulants. Many NVs and some residual erythrocytes can be seen in the isolate (Fig. 18.3, Fig. 18.4A, marked with a black arrow). Also activated platelets (Fig. 18.4A, marked with a white arrow) were present in the isolate. NVs had diverse shapes and sizes. Tubular structures of different lengths could be observed (Fig. 18.4B–F), which were more abundant with heparin than with trisodium citrate as the anticoagulant. Peculiar structures (e.g., torus) (Fig. 18.4E, marked with white arrows) and starfish (Fig. 18.4F, marked with a black arrow) were found. The white arrow in Fig. 18.4F points to a cell which formed protrusions with bulbous ends.

Figure 18.5 shows some characteristic NP shapes found in an isolate from the blood of a patient with pancreatic cancer (female, 60 years). Some rather large fragments with a low volume:area ratio (A, B), nano-sized discocytes (C), and dumbbell shapes (D) can be seen. Comparison with shapes obtained by minimization of the membrane free energy (E, F) showed good agreement. This indicates that these particles are membrane-enclosed entities without an internal structure and can therefore be described as vesicles.

The shapes shown in Fig. 18.5E and F were calculated theoretically by minimization of the membrane bilayer free energy as

described in details in Chapter 7 (Kralj-Iglič et al., 2006) (see also Chapters 9 and 10). It was assumed that the vesicle has no internal structure and that its shape was determined by the properties of the membrane. The calculated shapes of minimal elastic energy were characterized by a high degree of symmetry and smooth contours that avoided sharp bending, which is energetically unfavourable. Vesicles undergo fluctuations in shape due to thermal effects, so their instantaneous shapes deviate somewhat from the ideal morphology predicted by theory and calculations. Nevertheless, matching of the appearance of the observed and the calculated shapes of blood-derived NVs is excellent (Figs. 18.5C–F). It can also
Figure 18.4  Scanning electron micrograph of chosen regions of an isolate from the peripheral blood of a healthy human donor (male, 28 years). In addition to the numerous NVs which are present all the pictures, erythrocytes (A-black arrow, B), activated platelets (A-white arrow), tubules (C), tori (E-white arrows), starfish (F-black arrow), and a deformed erythrocyte exhibiting a protrusion with a bulbous end (F-white arrow) were observed. Images (A-D) were taken using a LEO Gemini 1530 (LEO, Oberkochen, Germany) SEM by applying 8 kV (A,C,D) and 2.7 kV (B) at Åbo Akademi University, Åbo/Turku, Finland. Image E was taken by a Quanta TM 250 FEG (FEI, Hillsboro, Oregon, USA) SEM at FEI Quanta, Eindhoven, The Netherlands, by applying 1.5 kV. Republished with permission of DOVE Medical Press, from Nanoparticles isolated from blood: A reflection of vesiculability of blood cells during the isolation process, Šuštar V, Bedinazavec A, Štukelj R, Frank M, Bobojević G, Janša R, Ogoreve E, Krujč P, Mam K, Šimunič B, Mańček-Keber M, Jeralia R, Rozman B, Veranič P, Hägerstrand H, Kralj-Iglič V, Int J Nanomed, 6, copyright 2011; permission conveyed through Copyright Clearance Center, Inc.
Figure 18.5  Representative characteristic shapes of NVs found in an isolate from the blood of a patient with pancreatic cancer (female, 60 years). Shapes include shizocytes (A,B), a dumbbell (C), a submicron discocyte (D), and the corresponding shapes calculated by minimization of the membrane free energy (E,F). The shape in panel E was obtained for a relative volume \( v = \frac{36\pi V^{2/3}}{A^{3/2}} = 0.65 \), where \( V \) is the volume of the vesicle, \( A \) is the surface area of the vesicle and for the relative average mean curvature \( \langle h \rangle = 1/2A \int (C_1 + C_2) dA = 1.32 \), where \( C_1 \) and \( C_2 \) are the two principal curvatures at a chosen point on the membrane surface and integration is performed over the entire surface of the vesicle \( A \). For the shape in panel F, \( v = 0.55 \) and \( \langle h \rangle = 1.055 \) (see also Chapter 7). The intrinsic principal curvatures were equal to 0 for both shapes. The images were taken using a LEO Gemini 1530 (LEO, Oberkochen, Germany) SEM by applying 8 kV at Åbo Akademi University, Åbo/Turku, Finland. Republished with permission of DOVE Medical Press, from Nanoparticles isolated from blood: A reflection of vesiculability of blood cells during the isolation process, Šuštar V, Bedina-Zavec A, Štukelj R, Frank M, Bobojević Ć, Janša R, Ogorevc E, Kruilc P, Mam K, Šimunič B, Manček-Keber M, Jeralja R, Rozman B, Veranič P, Hägerstrand H, Kralj-Iglič V, Int J Nanomed, 6, copyright 2011; permission conveyed through Copyright Clearance Center, Inc.
be seen in Figs. 18.3 and 18.4 that the contours of the NVs are highly symmetrical and smooth, indicating that these shapes correspond to NVs with no internal structure.

Imaging of NVs by AFM in the phase mode gives further information about their properties. In phase mode imaging, the phase shift of the oscillating cantilever relative to the driving signal is measured and correlated with specific properties of the material, which depend on the cantilever tip-sample interaction. Therefore, the phase shift can be used to differentiate areas by friction, adhesion, and viscoelasticity. By operating AFM in the tapping mode, the friction and adhesive force is reduced and imaging of soft biological samples is enabled. Individual NVs can be distinguished by detecting their boundaries (dark parts on the phase images). Figures 18.6 and 18.7 show atomic force micrographs of NV-rich blood plasma of two healthy blood donors (H1 and H2, respectively). The height images and the phase images are presented. The globular structures which differ in elasticity from the surroundings and protrude out of the surface (Fig. 18.6) could correspond to NVs ranging from 100 to 300 nm in width and from 30 to 60 nm in height. Also Fig. 18.7 shows a scanning electron micrograph of NVs isolated from healthy donor H3, revealing globular and tubular structures with shapes characteristic of vesicles (membrane-enclosed entities with no internal structure).

The height of NVs determined by AFM (about 60 nm) is considerably smaller than their diameter (about 150 nm). To some extent this could be attributed to AFM tip broadening (Wilson et al., 1995), but most probably due to the collapse of NVs during the drying process. SEM analysis yields comparable dimensions (Junkar et al., 2009), while the procedure for preparation of samples prevents NVs from collapsing. In analysing samples (NV-rich plasma, isolated plasma NVs) both techniques (AFM and SEM) reveal the presence of globular structures which according to their size and shape can be interpreted as NVs.

18.1.2 Nanovesicles Isolated from other Body Fluids

Besides in blood, NVs were also found in other body fluids, that is, the synovial fluid of inflamed joints (Junkar et al., 2009), pleural fluid

(Bard et al., 2004; Mrvar-Brečko et al., 2010), ascites (Mrvar-Brečko et al., 2010) and urine (Pascual et al., 1994).

Figure 18.8 shows material isolated from the chylous fluid (C,D) of a cat, sedimented cells from the same sample (A,B), and material obtained by the isolation protocol from the pleural fluid of a cat.
Figure 18.8 Sedimented cells obtained from the chylous fluid of a cat (A,B) and microvesicles isolated from the same sample (C) and from the pleural fluid of a cat (D,E). The sediment of the chylous fluid contains mostly leukocytes (A,B). Reprinted from: Blood Cells, Molecules, and Diseases, 44(4), Anita Mrvar-Brečko, Vid Šuštar, Vid Janša, Roman Štukelj, Rado Janša, Emir Mujagić, Peter Krulj, Aleš Iglič, Henry Hägerstrand, and Veronika Kralj-Iglič, Isolated microvesicles from peripheral blood and body fluids as observed by scanning electron microscope, pp. 307–312, Copyright 2010, with permission from Elsevier.

The sediment of the chylous fluid consists mostly of activated leukocytes (A,B), while the isolate from the supernatant is rich in nanostructures which indicate that they derive from leukocytes. The isolate of the cat pleural liquid contains vesicular structures with a low volume-to-area ratio (e.g., stomatocytic shapes). Figure 18.9 shows the sediment and isolate from the postoperative drainage fluid of a human donor. Blood cells (A–C: erythrocytes and B,C: leukocytes) and NVs (A) are present in the sediment, while the supernatant is rich in NVs (C–F).
Figure 18.9 Sedimented cells (A–C) and isolated microvesicles (D–F) from human postoperative drainage fluid. The sample was abundant in erythrocytes (A) while leukocytes could also be found (B, C). Numerous microvesicles were found in the supernatant (D–F) as well as in the sediment (A). Reprinted from Blood Cells, Molecules, and Diseases, 44(4), Anita Mrvar-Brečko, Vid Šuštar, Vid Janša, Roman Štukelj, Rado Janša, Emir Mujagić, Peter Krujić, Aleš Iglič, Henry Hägerstrand, and Veronika Kralj-Iglič, Isolated microvesicles from peripheral blood and body fluids as observed by scanning electron microscope, pp. 307–312, Copyright 2010, with permission from Elsevier.

Preparation of samples for scanning electron microscopy yields certain artefacts. Nano-sized grain-like structures can be observed on the globular core of NVs isolated from blood, the chylothorax and ascites (Figs. 18.8C and 18.10B,F). These structures are gold grains formed as a consequence of excessive gold sputtering in sample preparation for SEM. Larger gold grains overshadow the otherwise round core shape of smaller NVs from human pleural fluid (Fig. 18.10F). The stomatocytic form of NVs isolated from
Figure 18.10 Sedimented erythrocytes from human cerebrospinal fluid (A) and NVs isolated from this sample (B). NVs isolated from ascites of a human patient with perforation of ventriculi and diffuse peritonitis (C,D), and from the pleural fluid of a human patient with colon cancer (E,F). Reprinted from Blood Cells, Molecules, and Diseases, 44(4), Anita Mrvar-Brečko, Vid Šuštar, Vid Janša, Roman Štukelj, Rado Janša, Emir Mujagič, Peter Kruljč, Aleš Iglič, Henry Hägerstrand, and Veronika Kraljič-Iglič, Isolated microvesicles from peripheral blood and body fluids as observed by scanning electron microscope, pp. 307–312, Copyright 2010, with permission from Elsevier.

cat pleural fluid (Fig. 18.10E,F), as well as the holes on NVs isolated from postoperative drainage fluid (Fig. 18.9F) are probably a consequence of improper dehydration in sample preparation for SEM.

Figure 18.11 shows an atomic force micrograph of a sample isolated from the synovial fluid of a patient with psoriatic arthritis
(P1) and a scanning electron micrograph of a sample isolated from the synovial fluid of a patient with rheumatoid arthritis (P2). Both, the height images (a,c) and phase images (b,d) are presented. The concentration of NVs isolated from synovial fluid is much higher than the concentration of NVs in the samples obtained by isolation from peripheral blood (Junkar et al., 2009), which is favourable for SEM imaging, but the samples had to be diluted for AFM analysis. The AFM images reveal grain-like structures of different sizes; their height is about 50 nm while their width is between 100 and 150 nm. The SEM image (Fig. 18.11) shows many globular structures with somewhat irregular shape compared to the NVs isolated from blood (Figs. 18.6 and 18.7). AFM images of grains (Fig. 18.11a–d) are smaller in comparison to SEM images (Fig. 18.11e), but the characteristics of the shapes seem alike. Due to the somewhat irregular shapes of these grains which are revealed by the AFM as well as by SEM, we cannot decisively claim that all of these structures are NVs. Grains could also be formed by assembly of proteins and lipids. Further, experiments are needed to reveal the morphology of these grains, such as transmission electron microscopy which could give information on the contents of the grains.

18.2 Isolated Nanovesicles: Clinically Relevant Artefacts

The mechanisms responsible for budding and vesiculation (see Chapters 9 and 10), including processes that occur during the isolation procedure, are poorly understood, thorough solving this problem is a precondition for the reliability and repeatability of the assessment of NVs to be used in clinical studies in which populations are compared quantitatively. The existing method is sensitive to many parameters in the process such as blood uptake, the kind and volume of the anticoagulant used in the tubes for blood collection, centrifugation speed, and temperature, the fraction of blood plasma taken after separation of the cells from plasma, measurement with a flow cytometer, and the time intervals between protocol steps (Junkar et al., 2009). To solve such problems arising from pre-analytical and analytical issues in the analysis of blood NVs, it is not enough to standardize the isolation protocol. The isolation
procedure must be better understood otherwise parameters that have important effects on the result may be overlooked.

It is therefore of interest to the study the mechanisms and processes taking place during the isolation of NVs and to reveal the morphology and identity of particles in the isolated material. In particular, it is relevant to determine out whether NVs found in the isolate are present in the sample at uptake, or if they are created from blood cells during the isolation process. In the latter case, clinical results importantly reflect the vesiculability of cells, mostly platelets. For example, due to interaction of native NVs with platelets, platelets are a potential pool of tumour material and also a source of tumour seeding following removal of a tumour from the body. To diminish the probability of metastases spreading, possible simple therapeutic procedures could be suggested based on the removal of a portion of the platelets after tumour resection and their replacement with platelets from a healthy donor. Further, subsequent attempts to optimize platelet number could complement other therapeutic procedures by slowing down or even stopping tumour progression. It is therefore likely that information on the source and identity of NVs could shed light on the interpretation of clinical studies involving determination of NVs in blood. Pursuing a study on the origin and identity of NVs in vivo, and examining the effects of blood cell fragmentation during isolation should also improve understanding of the basic mechanisms of cell–cell communication and tumour progression.

To investigate the identity and origin of NVs in blood isolates, a series of experiments and studies was performed. In order to determine whether observation of the isolates by scanning electron microscopy affects the population of NVs in the isolate, samples of NVs isolated from the same (human) blood were divided into two parts; one was imaged at Åbo Akademi University, Åbo/Turku, Finland and the other at FEI Quanta, Eindhoven, Netherlands. The isolation was performed at room temperature (25°C). Drying and gold sputtering/iridium coating were performed in the two laboratories. The effective diameter of NVs measured in the blood isolates by both laboratories was about 300 nm (Table 18.1). The difference between the results of the two laboratories was not statistically significant. As similar results were found in both
Table 18.1  Estimated size of NVs measured from SEM radiographs

<table>
<thead>
<tr>
<th>Sample</th>
<th>No. of NVs</th>
<th>Diameter ± SD (nm)</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>Human blood (FEI Quanta)</td>
<td>85</td>
<td>321 ± 130</td>
<td>0.28</td>
</tr>
<tr>
<td>Human blood (Åbo Akademi)</td>
<td>101</td>
<td>302 ± 131</td>
<td></td>
</tr>
</tbody>
</table>


laboratories, we concluded that scanning electron microscopy is a reliable method for studying the identity and origin of NVs.

Pursuing the origin and mechanisms of NV generation in isolates, different regions of the isolate from mare’s blood were inspected. The structures observed in Fig. 18.12A indicate that fragmentation of blood cells occurs during the process. Panel A shows the presence of tubular structures connected to distal bulbous parts (see also Fig. 18.5B). Thin necks were formed (white arrow) which could have been torn by centrifugal shear stress to produce the rather large cell fragments found in the isolates. It is evident that the particles which we considered to be NVs (Figs. 18.3 and 18.4) attained the sizes and shapes indicated in deformed cells (Fig. 18.12A).

The micrograph shown in Fig. 18.12B was taken close to the interface between the isolate and the tube wall where the shear force was expected to be greatest. Numerous elongated shapes, preferentially oriented in a particular direction, can be seen, indicating that shear stress in the centrifuge affects NV shape.

These results indicate that platelet fragmentation in a shear stress field takes place during isolation. The question is whether these fragments represent a marginal or a substantial subpopulation of the NVs found in isolates.

18.2.1 The Effect of Temperature on Isolates from Blood

The process of NV isolation was studied at different temperatures that were kept constant throughout the isolation process using a water-bath and a temperature-regulated centrifuge (Šuštar et al., 2011a). For this series of experiments on the effect of temperature,
Figure 18.12  Deformation of cell-derived material obtained by the isolation procedure. Deformed cells from the blood of a healthy mare (aged 5 years) exhibit protrusions connected by thin necks, which were torn, eventually yielding membrane-enclosed cell fragments (A). Close to the tube wall the shear forces in the centrifuge are high and therefore the cell fragments in the isolate from the blood of a healthy human donor (male, 28 years) are elongated and exhibit preferential orientation (B). The images were taken using a LEO Gemini 1530 (LEO, Oberkochen, Germany) SEM applying 8 kV at Åbo Akademi University, Åbo/Turku, Finland. Republished with permission of DOVE Medical Press, from Nanoparticles isolated from blood: A reflection of vesiculability of blood cells during the isolation process, Šuštar V, Bedina-Zavec A, Štukeli R, Frank M, Bobojević G, Janša R, Ogorevc E, Krujlj P, Mam K, Šimunč B, Manček-Keber M, Jeralja R, Rozman B, Veranič P, Hägerstrand H, Kralj-Iglič V, Int J Nanomed, 6, copyright 2011; permission conveyed through Copyright Clearance Center, Inc.
Table 18.2 Concentration of NVs obtained by isolating NVs from the blood of 42 donors with no record of disease, at different temperatures

<table>
<thead>
<tr>
<th>T (°C)</th>
<th>Number of subjects</th>
<th>NPs/spheres ± SD</th>
<th>p vs. 37°C (P)</th>
<th>p vs. 40°C (P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>12</td>
<td>2.90 ± 1.35</td>
<td>0.01 (0.64)</td>
<td>0.001 (0.82)</td>
</tr>
<tr>
<td>37</td>
<td>17</td>
<td>1.31 ± 1.45</td>
<td>1</td>
<td>0.31 (0.16)</td>
</tr>
<tr>
<td>40</td>
<td>13</td>
<td>0.87 ± 0.45</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>


Note: The statistical significance of differences (p) and the corresponding statistical power (P) are shown. NP indicates nanoparticles and T indicates temperature.

Blood samples were collected from 56 subjects (students and staff) with no record of disease, after a 12 hour overnight fast. Up to eight samples were processed within a single experiment. The chosen temperature was kept constant during the isolation procedure. The NVs in fresh isolates were counted by flow cytometry immediately after isolation. The final analysis comprised samples obtained from 42 subjects with no record of disease (29 females and 13 males). It can be seen in Table 18.2 that the concentration of NVs decreased with increase in temperature.

As the accuracy of flow cytometry in determining NV concentration is rather poor, a further study was designed to obtain a more decisive result. In a second set of experiments, blood was collected from 7 subjects with no record of disease (4 females and 3 males) after a 12 hour fast. Isolation was first performed at 37°C and then a second blood sample was collected from the same subjects in the same consecutive order and the isolation performed at 20°C. The procedure was then again repeated at 4°C. The volunteers, consisting of hospital staff and the authors, did not eat or drink during the period of blood sampling and were requested to refrain from physical activity. Blood was acquired by free flow to minimize activation of platelets in the needle which could represent an additional source of difference between the samples. The isolation procedures were performed at the three different temperatures in a single day so that fresh isolates could be assessed using the same setting of the flow cytometer.
<table>
<thead>
<tr>
<th>Subject</th>
<th>NVs (4°C)</th>
<th>Time (4°C)</th>
<th>NVs (20°C)</th>
<th>Time (20°C)</th>
<th>NVs (37°C)</th>
<th>Time (37°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.54</td>
<td>64</td>
<td>0.58*</td>
<td>110*</td>
<td>0.35</td>
<td>68</td>
</tr>
<tr>
<td>2</td>
<td>0.29</td>
<td>55</td>
<td>0.22</td>
<td>57</td>
<td>0.29*</td>
<td>40*</td>
</tr>
<tr>
<td>3</td>
<td>1.21</td>
<td>104</td>
<td>0.78*</td>
<td>114*</td>
<td>0.21</td>
<td>90</td>
</tr>
<tr>
<td>4</td>
<td>0.34*</td>
<td>72*</td>
<td>0.23*</td>
<td>163*</td>
<td>0.42</td>
<td>55</td>
</tr>
<tr>
<td>5</td>
<td>0.58</td>
<td>76</td>
<td>0.32</td>
<td>81</td>
<td>0.17</td>
<td>86</td>
</tr>
<tr>
<td>6</td>
<td>0.26*</td>
<td>108*</td>
<td>0.55</td>
<td>82</td>
<td>0.28</td>
<td>84</td>
</tr>
<tr>
<td>7</td>
<td>0.90*</td>
<td>64*</td>
<td>0.38</td>
<td>81</td>
<td>0.23</td>
<td>80</td>
</tr>
</tbody>
</table>

Average 0.59 78 0.43 99 0.29 72
Average* 0.65 75 0.38 75 0.28 77


Note: Average * denotes the average values calculated without the data marked by asterisks.

The results of this second study confirmed the results of the first study in that the concentrations of NVs in the isolates were higher at lower isolation temperatures (Table 18.3). However, it was observed that the time needed to acquire the required volume of blood by free flow differed markedly between subjects and also in repetitive acquisitions from the same subject, indicating corresponding differences in shear stress. Because this could be a source of the considerable difference in the NV concentrations in isolates, another analysis of the results was performed using only data on blood samples that differed in collection time by less than 15 s for a given subject. The data which was omitted is marked with asterisks in Table 18.3. In subject 4, all three collection times differed by more than 15 s, so only one result was retained. These results show that in all subjects the concentration of NVs in the isolates decreased gradually with increase in temperature during isolation (Table 18.3).

Platelets are affected by shear stress in the needle during blood sampling. Assuming laminar stationary flow of a Newtonian viscous fluid and the validity of the Poiseuille–Hagen law, the velocity in the
Table 18.4  Size of nanoparticles isolated from mare’s blood at different temperatures, that is, diameter measured from SEM images

<table>
<thead>
<tr>
<th>$T$ (°C)</th>
<th>NPs</th>
<th>Diameter (SD) (nm)</th>
<th>$p$ vs 30°C ($P$)</th>
<th>$p$ vs 37°C ($P$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>44</td>
<td>273 (82)</td>
<td>0.33 (0.166)</td>
<td>0.00 (0.99)</td>
</tr>
<tr>
<td>30</td>
<td>51</td>
<td>291 (101)</td>
<td>0.00 (0.95)</td>
<td>1</td>
</tr>
<tr>
<td>37</td>
<td>67</td>
<td>362 (100)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>


Abbreviations: NP, nanoparticles; SD, standard deviation.

direction of flow is subject to a parabolic profile that is dependent on the distance from the centre of the needle. During free flow, the flow rate is determined by the difference between the pressure in the vein and atmospheric pressure, resulting in the rather slow dripping of blood. The gradient of velocity determines the shear force which is greatest near the inner wall of the needle. The variation in time that reflects the speed of blood in the needle may be the cause of the poor accuracy when determining the concentration of NVs. The lower pressure in evacuated tubes used for blood sampling results in faster flow and therefore, shorter times to acquire the same volume of blood, with a correspondingly larger velocity of blood and shear stresses in the needle.

Scanning electron micrographs indicated that the NVs were rather large (the average size was around 300 nm) and their size depended on the temperature during isolation; they were larger if the isolation was performed at higher temperatures (Table 18.4). The differences between the size of NVs isolated from mare’s blood at 20°C and 37°C and at 30°C and 37°C were considerable (29% and 22%, respectively). These differences were statistically significant ($p \leq 0.00$) and of sufficient power ($P$ values at $\alpha = 0.05$ were 0.99 and 0.95, respectively) (Table 18.4). All the differences between the mean size of NVs isolated from human blood at 4, 20, and 37°C
Table 18.5  Mean of the parameter representing flow cytometric measurement of light scattering in the forward direction (size of NVs in relative units) at different temperatures

<table>
<thead>
<tr>
<th>Subject</th>
<th>Mean FS (T = 4°C)</th>
<th>Mean FS (T = 20°C)</th>
<th>Mean FS (T = 37°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.2</td>
<td>2.1</td>
<td>2.1</td>
</tr>
<tr>
<td>2</td>
<td>1.4</td>
<td>1.7</td>
<td>2.7</td>
</tr>
<tr>
<td>3</td>
<td>0.9</td>
<td>1.3</td>
<td>2.3</td>
</tr>
<tr>
<td>4</td>
<td>0.9</td>
<td>1.8</td>
<td>2.0</td>
</tr>
<tr>
<td>5</td>
<td>1.5</td>
<td>2.1</td>
<td>2.4</td>
</tr>
<tr>
<td>6</td>
<td>1.7</td>
<td>1.9</td>
<td>2.4</td>
</tr>
<tr>
<td>7</td>
<td>1.3</td>
<td>1.8</td>
<td>1.9</td>
</tr>
<tr>
<td>Average</td>
<td>1.3</td>
<td>1.8</td>
<td>2.3</td>
</tr>
</tbody>
</table>


Abbreviation: FS, forward scatter.

and measured by flow cytometry were shown to be statistically significant (Table 18.5).

Measurements with a flow cytometer showed that the increase in size with increase in temperature was gradual in all subjects (Table 18.5).

18.2.2 Origin of Micro- and Nanovesicles in Blood Isolates

Studies of the origin of NVs isolated from peripheral blood showed that the largest pool of NVs in isolates derives from platelets (around 80%), followed by erythrocytes (around 10%) and other cells (T-helper cells, T-suppressor cells, monocytes, B-lymphocytes, granulocytes, and endothelial cells) (Diamant et al., 2002). Cancer cells are prone to shed NVs, but a significant increase of the number of NVs found in peripheral blood of patients with certain types of cancer are ascribed to platelets (Janowska-Wieczorek et al., 2006) which can be activated by NVs from neoplastic cells. In such experiment, NVs were labelled with antibodies which interact with endothelial, platelet and erythrocyte surface molecules (CD31/CD42b and CD235). Staining with antibodies for platelet
origin (anti-CD42bPE and anti-CD31FITC positive events) showed that the majority (70%) of NVs contain receptors derived from platelets (Šuštar et al., 2011a). This finding agrees with previous reports (Diamant et al., 2002). In labelling with anti-CD31-FITC and anti-CD42b-PE, about 30% of events corresponded to unlabelled particles. Out of these, about 15% could be ascribed to anti-CD235-FITC-labelled particles and about 9% to the background. This left around 6% of unlabelled particles in the isolates (Šuštar et al., 2011a).

Because budding and vesiculation are common processes in all cells, it could be expected that NVs created in vivo would also be present in blood and could be detected by isolation. However, it seemed unclear how particles sized 300 nm or greater that were mainly quasi-globular shaped could be obtained by budding of activated platelets which are sized about 1.5 μm. For example, filopodia of activated platelets are thinner (Figs. 18.13A–F), so if these were pinched off from the mother cell, the NVs produced would be evidently smaller and/or tubular. Further, despite considerable evidence that platelets are the main origin of NVs in blood isolates using the described protocol for isolation no correlation between the concentration of platelets in blood and the concentration of NVs in blood isolates was found in blood isolates (Šuštar et al., 2011a). Such a relationship should be expected if the NVs found in isolates were predominantly present in blood in vivo. Therefore, the following questions may be posed: (1) Are the NVs found in isolates present in blood in vivo? (2) What are the processes leading to the formation of NVs in isolates? (3) What is the content of the isolates? (4) What is the identity of NVs in isolates with respect to the mother cell(s)?

It was suggested above that the isolation procedure depends on external parameters. These parameters cannot be kept constant with the existing equipment and protocol which explains the poor repeatability and accuracy of NV isolation in different experiments and certainly adds to the lack of correlation between the concentration of NV in isolates and the concentration of platelets in blood. Namely, it is indicated that the majority of NVs are created during and after blood sampling, and accordingly the results reflect the properties and composition of blood cells and plasma. For example,

membrane and plasma constituents may affect the membrane curvature (Kabaso et al., 2011a,c; Pavlič et al., 2010) which is the basic mechanism underlying the budding and vesiculation of membranes.

It was suggested that platelets had different properties at different temperatures as regards their fragmentation during isolation. Platelets in platelet-rich plasma were visualized at different temperatures in a healthy human donor (Figs. 18.4A–C)
Figure 18.14  Effect of $\beta_2$GPI and anti-$\beta_2$GPI aPL antibodies (anti-$\beta_2$GPIs) on giant phospholipid vesicles. Left side (A,C,E,G,I): negatively charged cardiolipin-containing vesicles; right side (B,D,F,H,J): neutral POPC vesicles. Bar = 10 $\mu$m. Reprinted from Autoimmune Reviews, 6(1), Ambrožič, A., Čučnik, S., Tomšič, N., Urbanija, J., Lokar, M., Babnik, B., Rozman, B., Iglič, A., and Kralj-Iglič, V., Interaction of giant phospholipid vesicles containing cardiolipin and cholesterol with $b_2$-glycoprotein-I and anti-$b_2$-glycoprotein-I antibodies, pp. 10–15, Copyright 2006, with permission from Elsevier.
and a healthy mare (Figs. 18.4D–F). The respective NVs isolated from these samples are shown in Figs. 18.13G–I. At temperatures below room temperature, platelet shapes exhibited filopodia and distortion compared to the resting disc-like shape in the human subject and the mare (Figs. 18.13B,E).

In order to understand the dependence of the concentration and size of NVs in isolates on temperature, the laws of hydromechanics must be taken into account. The following equation taking into account centrifugal force, buoyancy, and Stokes law governs the sedimentation velocity of a spherical particle.

\[
v = \frac{9\Delta \rho a d^2}{8\eta},
\]

(18.1)

where \( \Delta \rho \) is the difference in densities of the NVs and the medium (plasma), \( d \) is the effective diameter of the NV, \( a \) is the acceleration of the centrifugal force created in the centrifuge rotor and \( \eta \) is the viscosity of the medium. It follows from Eq. (18.1) that both, native NVs possibly present in blood and NVs possibly created after sampling would sediment more slowly at lower temperatures due to the higher viscosity of plasma at these temperatures. Therefore, clearance of cells from the upper part of the tube that is used to isolate NVs during the first centrifugation is less effective. Cells remaining in this compartment may shed NVs into the sample during centrifugation. Platelets become activated below room temperature and increasingly deform with decreasing temperature (Fig. 18.13) causing changes in the integrity of their cytoskeleton and rendering the cells prone to fragmentation, thereby contributing to an increased number of NVs in the isolates at lower temperatures. All the above explains the fact that a lower concentration of NVs was observed in isolates prepared at higher temperature (Tables 18.2, 18.3). Because the effects on NV concentration of factors that determine the sedimentation speed of existing NVs and the creation of new NVs during the first step of isolation are synergistic, we could not distinguish between their respective contributions to the overall effect. However, the mean size of NVs was also different at different isolation temperatures. If isolation primarily yields the NVs that were present in blood \textit{in vivo}, the average size of NVs present in the upper compartment of plasma after the first centrifugation should
be smaller at higher temperatures according to Eq. (18.1), and the clearance of larger NVs would be more effective. Assuming that the second and the third centrifugation collects NVs in the pellet, the average size of NVs in isolates was expected to be smaller at higher temperatures. In contrast, it was observed that NVs are larger when isolated at higher temperatures.

The dependence of their properties on temperature, the large size of NVs in the isolates, the shapes of the intermediate structures leading to isolated material, and the sensitivity of the concentration and mean size of NVs to external parameters all indicate that a large pool of NVs are created after blood sampling. NVs which are shed after sampling blood, especially from temperature or shear-activated platelets (Maurer-Spurej et al., 2001), are detected in the isolated material. The properties of blood cells and plasma may therefore have an important influence on the state of the isolate. One can interpret the alteration of blood cells in cancer patients by the presumable integration of native tumour cell-derived NVs into their membranes. Blood cells, especially platelets, may convey tumour cell material to distal cells and render it functional by inducing processes in these cells (Baj-Krzyworzeka et al., 2006; Holmes et al., 2009; Janowska-Wieczorek et al., 2006). It has been suggested that metastases are seeded by tumour cells and that the probability of this happening is greater when microemboli composed of tumour cells and platelets travel slowly in capillaries, thereby enhancing the probability of tumour cells entering the tissues through the endothelium. Platelets are known to stick to tumour cells and shield them from attack by leukocytes (Gay and Felding-Habermann, 2011). Indeed, there is evidence that platelets support tumour metastasis (Gay and Felding-Habermann, 2011) and platelet counts are related to prognosis in cancer patients (Arslan and Coskun, 2005; Gasic et al., 1968). Because tumour cells are unlikely to be found in vivo in patients, the above hypothesis is based on cancer induction by injection of tumour cells directly into the blood of animals. On the other hand, it appears likely that native NVs shed by cancer cells are the origin of metastases, either as vehicles or as mediators of transport by mobile cells, most probably platelets. It has been reported that NVs shed from cells interact with other cells (Boilard et al., 2010; Pap et al., 2009; Prokopi et al., 2009; Szajnik
et al., 2010) so it is possible that material shed from blood cells is exchanged constantly between cells via native NVs. Because platelets are prone to vesiculate, the material shed during this process is likely to be found in other cells, such as erythrocytes, leukocytes and endothelial cells. The NV-mediated exchange of material between cells may explain the intriguing data of Boiardi et al (2010), who found platelet-derived material, but no platelets, in the synovial fluid of patients with rheumatoid arthritis.

The isolate is composed of cell fragments, which were most likely formed as a result of mechanical stress during centrifugation and also of thermal stress during isolation. The concentration, size, and identity of NVs in the isolates appear to depend on the properties of blood cells and the surrounding medium, which may be altered by disease. The isolated NVs, therefore, represent a clinically relevant parameter; even though they may have been created after blood sampling.

As regards characterization of samples, controlled manipulation of the size of the cell fragments (NVs) could be advantageous. Avoiding production of fragments of the size of immune complexes (mean diameter 50 nm) may avoid problems with artefacts when measuring the NV concentration by flow cytometry (György et al., 2011).

18.3 Post-Prandial Increase in Concentration of Nanovesicles in Isolates from Blood

Studies involving NVs in a healthy human population revealed a post-prandial increase of endothelial-derived (Ferreira et al., 2004; Tushuizen et al., 2007) and plasma total NVs (Michelson et al., 2009; Šuštar et al., 2011b; Tushuizen et al., 2006) in isolates from peripheral blood, while studies on lipoprotein and glucose metabolism reported changes in blood cholesterol and glucose levels (Alsema et al., 2010; Cohn et al., 1988; DeRosa et al., 2010; Ferreira et al., 2004; Michelson et al., 2009; Tushuizen et al., 2007, 2006). In the in vitro study, it was found that the cholesterol concentration in the surrounding medium and in the membrane considerably affects the nanovesiculation of membranes of epithelial
cells (Marzesco et al., 2009) which is also supported by findings that membrane rafts (which are enriched in cholesterol) are precursors of NVs (Hägerstrand et al., 2006). It was hypothesized (Šuštar et al., 2011b) that NVs are an important pool of blood cholesterol, so it is of interest to focus on the correlations of the total number of NVs with concentrations of blood cholesterol post-fasting and postprandial. The total number of NVs is supposed to be relevant since all NVs contain cholesterol. It was indicated that cholesterol plays an important role in budding and vesiculation, especially due to partitioning into cholesterol-enriched membrane rafts (Brown and London, 1998a; Simons and Ikonen, 1997) which favour strongly curved membrane regions (Biro et al., 2005). Due to a self-consistent minimization of the free energy and lateral distribution of membrane constituents, a highly curved local membrane shape with increased content of constituents that favour such a curvature is attained, and budding of the membrane is promoted (Aeffner et al., 2009; Dubnickova et al., 2000; Hägerstrand et al., 2001, 2006; Marzesco et al., 2009; Tenchov et al., 2006).

The post-prandial increase of NVs was studied in relation to blood cholesterol and blood glucose in a population of 33 donors with no record of disease, 18 female, and 15 male (Šuštar et al., 2011b). The experiment was performed in two days. The first day, blood uptake started at 7 a.m., after a 15-hour fast. After the test, donors were encouraged to eat food rich in cholesterol, fat and carbohydrates all day. They were advised not to be extremely physically active. The second day, they consumed a breakfast at 7 a.m. consisting of two eggs, bread and a dairy product and another meal consisting of a dairy product at 10 a.m. On the second day, blood uptake, from the medial cubital vein on the other arm started at 12 p.m.

The final analysis included 21 subjects, 10 female (average age 29 years ± standard deviation 13 years), and 11 male (31 years ± 10 years). Starting with 33 subjects, one male subject was excluded from the study since it was found that he underwent an 8 hour plane flight a day before taking the first blood test. Three subjects (1 male and 2 female) were excluded because it was found that they had not fasted for the prescribed 15 hours before the first blood test. Five subjects were excluded as their post-fasting levels of triglycerides
were increased. Three subjects were excluded due to statin therapy. One subject received beta blocking and anti-hypertensive therapy, while 20 were medication-free. Data for two subjects on cholesterol and glucose was lost, but data on NVs of these two subjects were included in the analysis.

In most subjects the glucose concentration decreased post-prandially with a concomitant increase of triglycerides, HDL cholesterol and NVs, and a slight decrease in LDL cholesterol. However, in five subjects (two male and three female) triglycerides decreased. In one subject, all the considered parameters decreased post-prandially.

Averaged over post-fasting and the post-prandial results, NVs were more abundant in the female population \((0.90 \pm 0.71)\) than in the male population \((0.53 \pm 0.30)\). The male population had slightly higher concentrations of total cholesterol \((5.09 \pm 0.96)\) mmol/l, glucose \((4.97 \pm 0.29)\) mmol/l triglycerides \((1.03 \pm 0.35)\) mmol/l and LDL-C \((2.97 \pm 0.89)\) mmol/l than the female population, where the concentration of total cholesterol was \((4.80 \pm 0.73)\) mmol/l, of glucose \((4.76 \pm 0.57)\) mmol/l, of triglycerides \((0.98 \pm 0.26)\) mmol/l and of LDL-C \((2.64 \pm 0.65)\) mmol/l. The concentration of HDL-C was higher in the female population \((1.62 \pm 0.22)\) mmol/l than in the male population \((1.52 \pm 0.15)\) mmol/l. The two populations differed statistically significantly only in the number of NVs \((p = 0.03)\), while differences in all other parameters were statistically insignificant. None of these parameters measured post-fasting differed statistically significantly between women and men, while the number of NVs was the only parameter that differed statistically significantly between women and men in the postprandial state.

The average number of NVs was considerably \((52\%)\) and statistically significantly higher \((p = 0.01)\) in the post-prandial than in the fasting state with the power \(P = 0.67\) at \(\alpha = 0.05\). The number of NVs increased in 16 and decreased in 5 subjects; the greatest increase was by 135% and the greatest decrease by 52% which is taken to be considerable. Concentrations of total cholesterol, LDL-C and HDL-C remained on average within 2% of the initial (post-fasting) values. We found a 11% increase in triglyceride concentration \((p = 0.12)\). Also we found a 6% decrease in the blood glucose concentration \((p \leq 0.01)\) with power \(P = 0.76\) at \(\alpha = 0.05\).
Considering all the data (from both the first and the second day), a statistically significant negative correlation between the number of NVs and the LDL-C concentration \( (r = -0.29, \ p = 0.04) \) was obtained. Although the average values of parameters, especially of total cholesterol, LDL-C and HDL-C, were only moderately affected by food consumption, there were large variations of the respective parameters within the population, as was already outlined before (Cohn et al., 1988). Measured at a given time interval, it can therefore not be concluded that a post-prandial increase or decrease in any of the parameters is an indicator of a normal or a pathological process at the level of the individual. Further, based on the existing evidence it could not be concluded that any particular mechanism is the one which keeps the average values of parameters relatively constant through fasting and post-prandial states (Šuštar et al., 2011b).

The post-prandial number of NVs negatively correlated with fasting total cholesterol concentration \( (r = -0.46, \ p = 0.035) \), while the difference in NVs between the postprandial and post-fasting states (in per cent) correlated positively with the respective differences in total cholesterol concentration \( (r = 0.17, \ p = 0.00) \), HDL-C concentration \( (r = 0.37, \ p = 0.00) \), LDL-C concentration \( (r = 0.20, \ p = 0.00) \), and triglyceride concentration \( (r = 0.23, \ p = 0.00) \). The correlation between the difference in NVs and glucose concentration was negative \( (r = -0.39, \ p = 0.00) \).

Men and women were considered in the same group as there were no decisive reasons why the process of membrane vesiculation should essentially differ in men and women. So it was assumed that the postprandial effect on NVs would be the same in men and women, that is, the number of NVs would increase after meals. If the effects differed in magnitude between the sexes, considering both groups together would only increase the noise in the statistical analysis. This means that it would be possible to obtain a lower or no statistical significance of the effect in the combined group due to larger scattering of data. Analysis, however, shows no correlation between total post-fasting blood cholesterol and the post-prandial number of NVs in men, while there is a considerable and statistically significant effect in women which also prevails in the effect of the combined group.
It should be taken into consideration that circadian rhythm has an effect on the level of blood constituents. Since the first day blood was taken at 7 a.m. and on the second day it was taken at 12 p.m., the concentrations of blood cholesterol and glucose would differ. Based on the reported dependencies of blood cholesterol and triglyceride concentrations on time of day (Bremner et al., 2000; Ogita et al., 2007), it was estimated that due to the circadian rhythm effect, on the average the concentration of total cholesterol would increase by about 3%, the concentration of triglycerides by 7%, the concentration of LDL-C by 2%, while the concentration of HDL-C would be unchanged. If these results are taken into account, the observed effect on total cholesterol, LDL cholesterol and HDL cholesterol could be ascribed to circadian rhythm, while the effect on triglycerides is somewhat larger (by 4%). However, the subjects considered in the circadian rhythm study received regular meals (Bremner et al., 2000; Ogita et al., 2007).

18.4 Mediated Interaction between Membranes

The manipulation of nanovesiculation can be considered as a possibility to control homeostasis. It was found that membrane buds can adhere to the mother membrane, subject to mutual attraction mediated by constituents of the solution (Urbanija et al., 2007). Thereby, buds cannot become free NVs. It was suggested that orientational ordering of the mediating particles with internally distributed charge is a possible mechanism of suppression of nanovesiculation. In body fluids, probable candidates for mediating molecules are proteins. In blood, antibodies are likely to contribute to this effect due to their dimeric structure.

Antiphospholipid (aPL) antibodies are present in the blood of patients with anti-phospholipid syndrome (APS). Besides the presence of antibodies, APS is defined by thromboembolic disorders and recurrent premature termination of pregnancy in female patients (Levine et al., 2002; Roubey, 1996). Interestingly, it was found that the concentration of NVs was elevated in patients with APS (Dignat-George et al., 2004). It is therefore relevant to explore how the aPL antibodies affect the vesiculation of membranes.
aPL antibodies are assessed by ELISA tests. Antibodies are captured by the negatively charged phospholipid cardiolipin in the presence of the plasma protein beta 2 glycoprotein I (β2GPI). Namely, it was found (Galli et al., 1996; Matsuura et al., 1990; McNeil et al., 1990) that aPL antibodies are directed to β2GPI-cardiolipin complexes and that β2GPI is an absolute requirement for an antibody–phospholipid interaction (McNeil et al., 1990). β2GPI is considered to exhibit a variety of physiological roles, among them in the process of blood clot formation. It was found that it affects the metabolism of triacylglycerol-rich lipoproteins, the function of platelets, and the activation of endothelial cells (Bevers et al., 2005). Moreover, β2GPI inhibits the transformation of prothrombin into thrombin (Nimpf et al., 1986). It binds to structures which contain negatively charged phospholipid molecules such as platelets (Schousboe, 1980), platelet-derived microvesicles, apoptotic cells (Price et al., 1996) and serum lipoproteins (Kobayashi et al., 2003; Polz and Kostner, 1979). Further, it mediates cellular recognition of negatively charged phospholipid-exposing microparticles (Balasubramanian et al., 1997; Moestrup et al., 1998; Thiagarajan et al., 1999), thereby indicating its anticoagulant role in the clearance of procoagulant negatively charged microvesicles from the circulation (Aupeix et al., 1996; Choon et al., 1995; Zwaal, 1978; Zwaal et al., 1997). aPL antibodies were indicated to inhibit protein C activation (Hasselaar et al., 1989), while the binding of aPL antibody-β2GPI complexes to cell surfaces was found to promote activation of platelets (Khamashta et al., 1988), as well as endothelial cells in vitro (Del Papa et al., 1995; Simantov et al., 1995) and in vivo (Pierangeli et al., 1999).

In spite of the considerable knowledge gathered on the role of the complex interactions between phospholipids, β2GPI and aPL antibodies in thrombosis and haemostasis, the underlying mechanisms are not yet completely understood. However, these interactions also can also be studied in relatively simple model systems such as an aqueous solution of giant phospholipid vesicles (GPVs) with exogenously added β2GPI and/or aPL antibodies. In observing collective effects, the coalescence of negatively charged cardiolipin-containing vesicles and neutral palmitoyloleoylphosphatidylcholine (POPC) vesicles was found to be induced by a patient’s IgG (the
most abundant immunoglobulin in plasma) fractions containing aPL antibodies and/or $\beta_2$GPI (Ambrožič et al., 2006; Urbanija et al., 2007).

$\beta_2$GPI causes coalescence of cardiolipin-containing vesicles (Fig. 18.14A, as well as of POPC vesicles (Fig. 18.14B). It was found (Urbanija et al., 2007) that adhesion to the bottom of the observation chamber occurred simultaneously. Formation of sticky complexes was also observed in samples which contain both kinds of vesicles. This indicates that $\beta_2$GPI mediates the interaction between charged–charged, charged–neutral, and neutral–neutral pairs of membranes.

Addition of HCAL$\alpha_2$GPI (monoclonal HCAL anti-$\beta_2$GPI antibodies-chimeric IgG monoclonal anti-$\beta_2$GPI antibodies, consisting of constant human and variable mouse regions), dissolved in PBS, to a GPV solution caused coalescence of charged cardiolipin vesicles and their adhesion to the bottom of the observation chamber (Fig. 18.14C), while neutral POPC vesicles did not coalesce nor adhere to the bottom of the observation chamber (Fig. 18.14D). Addition of HCAL$\alpha_2$GPI dissolved in PBS to the mixture of charged and neutral vesicles yielded two coexisting populations: one forming sticky complexes that adhere to the bottom of the observation chamber, and the other consisting of separate fluctuating vesicles. When $\beta_2$GPI and HCAL$\alpha_2$GPI were well-mixed and incubated for 10 min before addition to the solution containing vesicles, coalescence of cardiolipin-containing vesicles (Fig. 18.14E), but not of POPC vesicles (Fig. 18.14F) took place.

Addition of the APS patient's IgG fraction which contained anti-$\beta_2$GPI antibodies caused coalescence of the charged vesicles and their adhesion to the bottom of the observation chamber, while these effects were absent in neutral vesicles (Figs. 18.14G and H, respectively). Addition of the pre-incubated mixture of $\beta_2$GPI and IgG caused coalescence of charged vesicles and of neutral vesicles (Fig. 18.14I); however, in neutral vesicles, the effect was very weak (Fig. 18.14J).

Binding of $\beta_2$GPI to negatively charged phospholipids has been considered to mediate the interaction between phospholipid assemblies and macrophages (Thiagarajan et al., 1999). The complex of anionic phospholipid vesicles and $\beta_2$GPI was found to be a specific requirement for anionic phospholipids to be
recognized by a putative cell surface receptor on macrophages. However, the above experiments indicated that \( \beta_2 \)GPI may also directly mediate attractive interactions between charged–charged (Fig. 18.14A), charged–neutral and neutral–neutral phospholipid membranes (Fig. 18.14B) (Urbanija et al., 2007). Even when added alone, HCALA\( \beta_2 \)GPI and patient’s anti-\( \beta_2 \)GPIs were observed to act similarly to \( \beta_2 \)GPI in mediating the attractive interaction between negatively charged surfaces (Fig. 18.14C,G), but these antibodies alone or previously mixed with \( \beta_2 \)GPI failed to mediate the attractive interaction between neutral POPC membranes (Fig. 18.14D,H and FJ, respectively) (Urbanija et al., 2007).

The mediating effect of solution constituents (Fig. 18.15) is quantitatively assessed by the average angle of contact between the adhered GPVs (Frank et al., 2008) (Fig. 18.16).

The above experiments show an attraction between membranes of negatively charged GPVs and adhesion between them which cannot be explained by the classical theory of the electric double layer (Verwey and Overbeek, 1948), but the affinity of \( \beta_2 \)GPI for apoptotic membrane blebs that contain phospholipids with negatively charged headgroups can be explained by their opposite charges. Namely, some \( \beta_2 \)GPI domains are highly positively charged (Bouma et al., 1999; Kertesz et al., 1995). It was found that
besides electrostatic interactions, $\beta_2$GPI also binds to phospholipid layers by hydrophobic interaction (Wang et al., 1998). Therefore, a $\beta_2$GPI molecule can intercalate in the membrane of GPV with its hydrophobic part and is simultaneously attracted to the membrane of another GPV with its poly-lysine segment on the 1-st domain, thereby forming a bridge between the membranes of the vesicles (Fig. 18.15A). Such a configuration is favourable with respect to the electrostatic energy of the electric double layer. The antibodies, being composed of two heavy and two light polypeptide chains, form a dimeric structure with a particular internal distribution of charge. Within a simple model such a structure can be represented by a dimeric ion consisting of two equal point charges separated by a fixed distance. Orientation of dimeric ions in the gradient of the local electric field (Fig. 18.15B) gives rise to an attractive force between the two electric double layers (see Chapter 14). The above mechanisms are suggested to prevail in the observed attractive interactions between charged membranes involving $\beta_2$GPI and anti-$\beta_2$GPIs (Fig. 18.14A,C,E,G,I), although there may be other contributions to the interaction such as van der Waals attraction, suppression of fluctuations (Helfrich, 1995) and water ordering near the interfaces (Israelachvili, 1997).
Furthermore, the adhesion between negatively charged GPVs in the presence of \( \beta_2 \)GPI depends on the concentration of \( \beta_2 \)GPI. Specifically, the average effective angles of contact between GPVs are larger for higher concentrations of \( \beta_2 \)GPI. No adhesion was observed between negatively charged GPVs at \( \beta_2 \)GPI concentrations lower than 4.6 mg/l, while a rather high contact angle (93\(^\circ\)) was reached within the physiological range of \( \beta_2 \)GPI concentrations (200 mg/l) (Frank et al., 2008). IgG antibodies (IgG antibodies from a healthy donor, polyclonal anti-\( \beta_2 \)GPI IgG antibodies from a patient with APS, and monoclonal \( \beta_2 \)GPI-dependent anti-cardiolipin IgG antibody HCAL) did not induce adhesion between negatively charged GPVs (as shown by zero values of the average effective angles of contact between GPVs in Table 18.6). Also, no adhesion between negatively charged GPVs could be observed when PBS/sugar solution alone was added to the GPV suspension. (Table 18.6). However, when negatively charged GPVs were incubated with higher concentrations (\( \geq 1 \) mg/l) of an IgG antibody fraction from a patient with APS, containing high titres of both anti-\( \beta_2 \)GPI and anti-cardiolipin antibodies, a dose-dependent increase in the average effective angles of contact between the negatively charged GPVs was observed (Frank et al., 2008). The average effective angles of contact increased from 0\(^\circ\) at an IgG antibody concentration of 77 mg/ml to 107\(^\circ\) at an IgG antibody concentration of 5.2 mg/ml, which is approximately half the IgG antibody concentration in human plasma.

In the presence of IgG antibodies from a healthy donor, a statistically significant increase in \( \beta_2 \)GPI-induced adhesion between negatively charged GPVs was observed (Table 18.6) already at a \( \beta_2 \)GPI concentration as small as 10.5 \( \mu \)g/ml. However, there was no further increase in membrane adhesion when the antibody concentration was increased to 33.6 \( \mu \)g/ml. Polyclonal anti-\( \beta_2 \)GPI IgG antibodies from an APS patient, the IgG fraction from another APS patient (containing high titres of anti-\( \beta_2 \)GPI and anti-cardiolipin antibodies) and the monoclonal \( \beta_2 \)GPI-dependent antibody HCAL (but not IgG antibodies from a healthy donor) significantly reduced the \( \beta_2 \)GPI-induced adhesion between negatively charged GPVs in a concentration-dependent manner. Also, pre-incubation of \( \beta_2 \)GPI and healthy donor IgG antibodies with high avidity polyclonal anti-\( \beta_2 \)GPI
Table 18.6 Effect of a therapeutic concentration of nadroparin (1.2 IU anti-Xa/ml) on the effective angle of contact between negatively charged (POPS-containing) GPVs (Y) in the presence of β2GPI, IgG antibodies of a healthy donor, anti-β2GPI antibodies from a patient with aPL syndrome, and β2GPI (55 μg/ml)

<table>
<thead>
<tr>
<th></th>
<th>Y1 (°)</th>
<th>Y2 (°)</th>
<th>Y3 (°)</th>
</tr>
</thead>
<tbody>
<tr>
<td>β2GPI</td>
<td>105 ± 20</td>
<td>93 ± 19</td>
<td>94 ± 16</td>
</tr>
<tr>
<td>β2GPI + healthy donor IgG</td>
<td>110 ± 17</td>
<td>100 ± 24</td>
<td>91 ± 17</td>
</tr>
<tr>
<td>β2GPI + anti β2GPI IgG</td>
<td>47 ± 11</td>
<td>64 ± 23</td>
<td>69 ± 23</td>
</tr>
<tr>
<td>Nadroparin</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>β2GPI + nadroparin</td>
<td>93 ± 27</td>
<td>n.d.</td>
<td>n.d.</td>
</tr>
<tr>
<td>β2GPI + healthy donor IgG + nadroparin</td>
<td>n.d.</td>
<td>104 ± 30</td>
<td>95 ± 28</td>
</tr>
<tr>
<td>Healthy donor IgG</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Anti β2GPI IgG</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Healthy donor IgG + nadroparin</td>
<td>n.d.</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Anti β2GPI IgG + nadroparin</td>
<td>n.d.</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Background control (PBS/sugar)</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>


Note: Experiments were done on three different batches of electroformation yielding GPVs (n.d. = experiment not done).

IgG antibodies induced a large and statistically significant reduction in the adhesion of negatively charged GPVs.

18.5 Mediated Interaction between Membranes as a Vesiculation-Suppression Mechanism

Mediated interaction between membranes may have important consequences as regards vesiculation of membranes. Namely, if the bud were attracted to the mother membrane it would not become a free vesicle. In this regard, mediated interaction represents a mechanism that suppresses vesiculation. To show this possibility, experiments with GPVs were made in which the expected process can be directly observed in real time. The budding of the vesicle was
induced by increasing the temperature of the sample above room temperature. As a result, the bud elongated and appeared tube-like. When the tube was of a sufficient length the temperature was kept constant (typically 35°C) and the substance under investigation was added to the observation chamber (β₂GPI dissolved in PBS or PBS alone as a control). Figure 18.17 shows the effect of PBS of higher osmolarity (283 mosm/l) than the suspension of GPVs (205 mosm/l). The presence of PBS in the outer solution caused the bud to attain a bead-like shape (Fig. 18.17B). The bud detached from the mother vesicle (Fig. 18.17C) and decomposed into separate spherical vesicles (D,E), which were free to migrate away from the mother vesicle (F). When β₂GPI was present in the solution, the bud (Fig. 18.18A–C) coalesced with the mother vesicle before it could detach from it (Fig. 18.18D–F). Figure 18.18G shows a sticky complex formed by a vesicle with a long, initially tubular protrusion.
Figure 18.18  The effect of \( \beta_2 \)GPI dissolved in PBS on a budding vesicle (A–F). The bud (marked by a white arrow) coalesced with the mother vesicle and remained attached to it. A sticky complex formed by coalescence of a bead-like protrusion and a mother vesicle (G). Ears = 10 \( \mu \)m. Reprinted from *Chemistry and Physics of Lipids*, 150(1), Jasna Urbanija, Nejc Tomšič, Maruša Lokar, Aleš Ambrožič, Saša Čučnik, Blaž Rozman, Maša Kandušer, Aleš Iglič, and Veronika Kralj-Iglič, Coalescence of phospholipid membranes as a possible origin of anticoagulant effect of serum proteins, pp. 49–57, Copyright 2007, with permission from Elsevier.

In contrast to the case presented in Fig. 18.18, the beads reunited with the mother vesicle.

Figure 18.20 shows budding of membranes and adhesion of buds to the mother membrane in blood cells. Adding an ionophore to the suspension of erythrocytes caused a discocyte–echinocyte transformation (Fig. 18.20A). Budding of the membrane took place at the tips of the echinocyte spicules (Fig. 18.20A). Some buds prolonged into tubular protrusions (Fig. 18.20A, white arrow)
Figure 18.19 Scheme of the budding and vesiculation of a membrane in the presence (upper) and in the absence (lower) of adhesion mediators. If adhesion mediators are present, the buds adhere to the membrane, while if adhesion mediators are absent, the buds pinch off from the mother membrane and become NVs. Reprinted from *Chemistry and Physics of Lipids*, 150(1), Jasna Urbanija, Nejc Tomšič, Maruša Lokar, Aleš Ambrožič, Saša Čučnik, Blaž Rozman, Maša Kandušer, Aleš Iglič, and Veronika Kralj-Iglič, Coalescence of phospholipid membranes as a possible origin of anticoagulant effect of serum proteins, pp. 49–57, Copyright 2007, with permission from Elsevier.

while others appeared to be composed of a series of globular units. Figure 18.20B shows the adhesion of such units to each other (Fig. 18.20B, white arrows and black arrow). Adhesion of a bud to the mother membrane and to the membrane of the adjacent cell was also observed in platelets (Fig. 18.20C, white arrows) and in GPVs (Fig. 18.20D, white arrow), while adhering NVs were found in leukocytes (Fig. 18.20E) and erythrocytes (Fig. 18.20F). Spherical NVs may have adhered to the erythrocyte membrane (Fig. 18.20F, black arrow) while contact between the two erythrocytes was made through NVs adhering at their tips (Fig. 18.20E, gray arrow). The transmission electron microscopy image shows that the nanostructures are lighter (Fig. 18.20E), indicating that they do not contain haemoglobin. Either the membrane of these structures was permeable to haemoglobin while the connection with the mother cells (the necks) did not allow effective exchange of this protein between them and the respective mother cells, or the adhering NVs did not derive from the cell to which they
**Figure 18.20** Budding of biological membranes and adhesion of buds to the mother membrane. A SEM image of echinocytes with tubular protrusions induced by the calcium ionophore A21387 (A), a SEM image of the adhesion of beads on protrusions (B), an SEM image of the adhesion of a tubular platelet protrusion to the mother platelet and to the adjacent platelet (C), a phase contrast microscope image of a giant phospholipid vesicle in a suspension with added PBS-dissolved beta 2 glycoprotein I 10 min after the addition of the sample (D1) and 20 min after the addition of the sample (D2), a TEM image of a bud adhering to the leukocyte membrane (E) and a TEM image of vesicles adhering to an erythrocyte membrane (F). Arrows in panels A–C point to buds, the arrow in panel D points to the area of adhesion between membrane parts connected by a thin neck, the black arrows in E and F point to globular membranous nanostructures adhering to the plasma membrane and the grey arrow in F points to a connection between cells formed by adhering nano-sized protrusions. (Štukelj, 2013).
adhered, but from another cell. As the adhering nanostructures were lighter, the mother cell was most probably not an erythrocyte.

In cells there may be different mechanisms that promote budding from those in GPVs, such as redistribution of membrane constituents (Hägerstrand et al., 2006), increase in the area of the outer layer with respect to the area of the inner layer (Sheetz and Singer, 1974) and increase in the temperature (Käs and Sackmann, 1991; Lipowsky, 1991). Regardless of the mechanism which induces budding, by causing adhesion of buds to the mother cell (Fig. 18.18) the presence of certain proteins could suppress the release of cell membrane exovesicles. The mechanism of NV-suppression in question is a physical mechanism that is common in all membranes, regardless of accompanying chemical processes which finally lead, for example, to blood clot formation or to protein synthesis. As a similar process may also take place in cells, a possible anticoagulant, anti cancer-progression and anti-inflammation effect of plasma constituents was suggested (Šuštar et al., 2009; Urbanija et al., 2007). According to the hypothesis, natural or artificial suppressors of nanovesiculation would act simultaneously as anticoagulants, cancer invasive potential decelerators, and inflammation suppressors. The proposed hypothesis is supported by the facts that a decrease of the level of plasma β2GPI (Brighton, 1996) and an increase of the level of prothrombogenic NVs (Dignat-George et al., 2004; Morel et al., 2004) was observed in isolates from the blood of patients with disseminated intravascular coagulation.

Adhesion of the membrane bud to the mother membrane due to attractive-mediated interaction is a possible mechanism that could underlie the anticoagulant and anti-metastatic role of molecules in the solution in contact with the cell. Our results indicated that suppression of nanovesiculation (which was observed in erythrocytes, leukocytes, and platelets) involves development of a stable (energetically favourable) neck and adhesion of the membranes of the bud and of the mother membrane to each other.

As the mechanism of vesiculation suppression by mediated attractive interaction between membranes is non-specific, it could involve many kinds of plasma constituents which give an overall mediating effect. Further, the dissolved compounds not only enter into chemical reactions with membrane-bound receptors, but also
Figure 18.21 Left: The dependence of plasma NV concentration on the adhesion angle ($Y$) measured 25 min after the addition of plasma from subjects A, B, and C. Right: The dependence of the ratio $f = \frac{NV \text{ concentration}}{platelet \text{ concentration}}$ (indicating the ability of the membrane pool to shed NVs) on the adhesion angle ($Y$) measured 25 min after the addition of plasma from subjects A, B and C. Reprinted from *Autoimmunity Reviews*, 7(3), Mojca Frank, Mateja Manček-Keberb, Mojca Krčan, Snežna Sodin-Šemri, Roman Jerala, Aleš Iglič, Blaž Rozman, and Veronika Kralj-Iglič, Prevention of microvesiculation by adhesion of buds to the mother cell membrane: A possible anticoagulant effect of healthy donor plasma, pp. 240–245, Copyright 2008, with permission from Elsevier.

may affect the budding and vesiculation process by physical mechanisms (Brighton, 1996; Evans, 1974; Sheetz and Singer, 1974).

The addition of human plasma to a suspension of GPVs induced the adhesion of GPVs (Fig. 18.21) in a timescale of minutes. The mediating effect of human plasma can be quantitatively assessed by the average angle of contact between the adhering GPVs (Fig. 18.16), while the ability of the membrane to release NVs is assessed by the ratio $f = \frac{MV \text{ concentration}}{platelet \text{ concentration}}$. Figure 18.21a shows measurement of the angles of contact between adhered GPVs. The adhesion angle $Y$ is the average of all clearly visible angles measured from all the micrographs taken at a defined time. The concentration of NVs and the parameters $Y$ and $f$ reflect hemostasis and can therefore be used as biomarkers. For example, the adhesion angles of subjects A and B were compared at 6, 10, 15, 20, and 25 min after the addition of the subject’s plasma to the GPVs. At all defined times $Y$ in subject B was found to be significantly larger than $Y$ in subject A ($p < 0.05$) (Frank et al., 2008), so the method can be considered sensitive enough to distinguish between subjects.
In a study considering the effect of human plasma on the adhesion of GPVs, the concentration of NVs in blood isolates of three healthy subjects was related to the adhesion angle $Y$ (Fig. 18.21b). It can be seen roughly that a higher NV concentration indicates a weaker adhesion between membranes (smaller $Y$) since subject A, in whom the concentration of NVs was the highest, had the smallest $Y$. In subjects B and C, however, a larger $Y$ did not correspond to a lower NV concentration (Fig. 18.21b). However, the three subjects differed considerably in platelet concentrations, which were $214 \times 10^9/l$, $394 \times 10^9/l$, and $120 \times 10^9/l$ in subjects A, B, and C, respectively. Figure 18.21c shows an excellent correspondence between the ability of the membrane to shed vesicles ($f$) and the adhesion angle $Y$. A negative relationship can be observed: $f$ is smaller if $Y$ is larger. (Fig. 18.21c). It was therefore concluded that the parameter $f$ could be an efficient indicator of the ability of the membrane pool to shed NVs.

Heparin is a highly sulfated glycosaminoglycan stored within the secretory granules of mast cells and released into the vasculature at sites of tissue injury. Its role is still unclear, but it was found that it has anticoagulant and anti-inflammatory effects and that it decelerates the spread of metastases in cancer (Șuștar et al., 2009; Young, 2008). In order to explain the anti-tumour progression effect of heparin, various mechanisms were suggested. An acknowledged mechanism of metastatic potential is based on the scenario where after intravasation, a metastatic cancer cell passes into the bloodstream where it forms a micro-embolus composed of the metastatic cell, platelets, and leukocytes. The micro-embolus travels to the vessel of the target organ where the cell interacts with the endothelium of the blood vessel and passes to the organ, where it can form a metastasis. It was suggested that heparin affects the interaction of a free malignant cell with platelets, rendering it more accessible to leukocytes and diminishing its probability of adhering to the endothelium (Borsig, 2003; Stevenson et al., 2005). The underlying mechanism was suggested to be based on blocking of selectins by heparin. Another proposed mechanism based on the fibrinolytic activity of heparin. It was suggested (O'Meara and Jackson, 1958) that the fibrin mesh may serve as a support for metastatic cells which is in line with the results of experiments.
indicating that fibrinolytic agents are effective in the reduction of metastases (Borsig, 2003; Linhardt, 2004). Furthermore, it was reported (Berry et al., 2004) that heparin uptake into cancer cells can be promoted by conjugation to poly β-amino esters. Detailed studies (Chen et al., 2008) suggest that poly β-amino ester–heparin complexes affect cellular processes, including the induction of transcription factor and caspase activation. Internalized heparin is considered cytotoxic, causing cancer cell death by inducing apoptosis (Chen et al., 2008). However, none of the hitherto proposed mechanisms explain the anticoagulant, anti-tumour progression and anti-inflammation effects by a single underlying mechanism.

All three effects of heparin can be explained by suppression of nanovesiculation which, according to the above hypothesis, can be induced by mediating attractive interaction between membranes of the bud and of the mother cell. It was found that the addition of heparin to plasma increases the ability of plasma to mediate attractive interaction between membranes (Frank et al., 2008; Šuštar et al., 2009). The effect was found in all plasma samples considered: in healthy subjects and in patients (with rheumatoid arthritis and with gastrointestinal cancer) (Šuštar et al., 2009). Heparin in sugar solution exhibits the same effect, albeit too weak to have an impact in therapeutic concentrations (Šuštar et al., 2009).

In studying the effect of heparin *in vivo*, it was found (Frank et al., 2008) that the adhesion between GPVs mediated by β₂GPI was considerably decreased in the presence of serum IgG antibody fraction, containing autoimmune polyclonal antibodies against β₂GPI (isolated from the serum of a patient with APS and thrombosis), while a therapeutic concentration of nadroparin restored this adhesion (Frank et al., 2008). This is in favour of the hypothesis of the non-specific anticoagulant and anti-metastatic effect of plasma constituents is based on suppression of membrane vesiculation.

Nadroparin most probably interferes with anti-β₂GPI antibody binding to membrane-bound β₂GPI, thereby enabling domain I of β₂GPI to interact freely with the negatively charged membrane. This is consistent with the inhibition of *in vitro* binding of aPL antibodies on phospholipid-coated microplates in cofactor (β₂GPI)-dependent phosphatidylserine and cardiolipin ELISAs in the presence of low
molecular weight heparin or unfractionated heparin (Ermel et al., 1995; Franklin and Kutteh, 2003; Wagenknecht and McIntyre, 1992). Also, affinity chromatography with low molecular weight heparin and unfractionated heparin columns adsorbed a significant proportion of aPL antibodies from the sera of women with recurrent pregnancy loss due to APS (Ermel et al., 1995). Heparin and proteins interact due to the binding of positively charged amino acids on the protein to negatively charged sulphi- and carboxyl groups on heparin (Capila and Linhardt, 2002). Hydrogen bonds are also important, at least in some cases of protein-heparin interaction (Capila and Linhardt, 2002). Somatic mutations leading to accumulation of positively charged amino acids (arginine, asparagine and lysine) within complementary determining regions of the paratope are a distinguishing feature of IgG aPL antibodies (Giles et al., 2003). Arginine residues were also shown to be implicated in binding of human monoclonal aPL antibodies derived from a patient with APS to $\beta_2$GPI (Giles, 2006). Based on these observations it could be inferred that nadroparin might potentially bind positively charged amino acids within the paratope of aPL antibodies and prevent their interaction with $\beta_2$GPI.

18.6 The Role of the Stability of Narrow Necks in Suppression of Membrane Vesiculation

The attractive interaction between membranes mediated by molecules in solution is of a short range (of the order of nanometers or even smaller) and therefore, applies to structures which are already very close together. For a bud, these conditions are fulfilled when it is connected to the mother vesicle by a short and thin but stable neck. The adhesion of the bud to the mother membrane, would however take place only if the neck were an energetically favourable structure. The stability of the membrane neck(s) (Bobrowska et al., 2013; Jesenek et al., 2012, 2013; Jorgačevski et al., 2010; Kralj-Iglič et al., 1999, 2006; Urbanija et al., 2008a) (see also Chapter 10) can be studied indirectly, by following the development of thermal fluctuations of a mother giant phospholipid vesicle while the necks are formed in a process of integration of a myelin-like protrusion
into the mother GPV. It was suggested (Kralj-Iglić et al., 2001a) that the myelin-like protrusion serves as a reservoir for the membrane area of the mother globule and for the volume of the mother globule. However, the first contribution is more significant than the second one, so that with integration of the protrusion into the mother vesicle, the globular part becomes more and more flaccid, thereby allowing an increase in fluctuations of shape.

In cells, the glycanous coat prevents adjacent membranes approaching each other to a distance they could be subject to attractive-mediated interaction (see also Chapter 14). We suggest that self-adhesion of nano-sized buds could occur if the membrane around the neck becomes depleted or nude with respect to the glycanous coat and if appropriate mediating molecules are present in the solution. A favourable composition of the membrane in the neck is attained by curvature-sorting of the membrane constituents (Bobrowska et al., 2013; Gozdz and Gompper, 1999; Jorgačevski et al., 2010; Kralj-Iglić and Veranič, 2007; Shlomovitz et al., 2011; Yaghmur et al., 2007). Glycolipids with extensive parts protruding from the outer membrane layer are not likely to accumulate in the strongly negatively and anisotropically curved region of the neck, which enables the suggested process to take place. It can be suggested that the particular curvature of the neck provides the field for such sorting of membrane constituents in the neck. Theoretically it was predicted that a shape with a thin neck corresponds to a global minimum of the membrane free energy and is therefore stable (Kralj-Iglić et al., 2006).

In GPVs and in cells, tube-like protrusions are commonly observed. The existence of a network of nanotubes was indicated in an experiment (Mathivet et al., 1996) which showed rapid transport of a fluorescent label within the membrane between giant phospholipid vesicles prepared by electroformation (Angelova et al., 1992). Rinsing GPVs from the electroformation chamber tears the network, but its remnants remain attached to the GPVs.

The existence of the nanotubular network (Fig. 12.2) was then proved by an experiment in which the remnants of the network in the form of tubular protrusions (which are attached to the mother globule) became visible under a phase contrast microscope after undergoing a slow spontaneous shape transformation in
which the average mean curvature of the vesicle decreased causing the protrusion to become shorter and thicker (Kralj-Iglič et al., 2001a) (see also Chapter 6). As a results of a spontaneous process the average mean curvature of the GPVs decreases with time (Božič et al., 2002; Kralj-Iglič et al., 2001a). The reason for the transformation is not known, but presumably, phospholipid molecules are slowly removed from the outer membrane layer due to equalization of the chemical potential in the solution and in the membrane, degradation of the lipid and lipid flip flop (Kralj-Iglič et al., 2001a). Immediately after electroformation the vesicles appear spherical, protrusions are not visible and fluctuations of the globular part cannot be observed. A vesicle is chosen and followed for several hours. Some time (on the timescale of half an hour) after the solution containing vesicles is placed in the observation chamber, a tubular protrusion attached to the globular mother vesicle becomes visible (Kralj-Iglič et al., 2001a; Kralj-Iglič, 2002) (see also Section 6.4). The protrusion (Fig. 18.22A) shortens and thickens (Fig. 18.22B-D) and eventually exhibits a bead-like bud (Fig. 18.22E) which further transforms by reduction of the number of beads (Fig. 18.22E-I) (Božič et al., 2002; Kralj-Iglič et al., 2001a). Such shapes are observed in the last stage of the spontaneous process in which myelin-like protrusions are integrated into the mother vesicle (Fig. 18.22); Finally, the neck connecting the protrusion to the mother vesicle opens and the protrusion is integrated into the mother vesicle.

To study the effect of neck formation on the stability of the shape, thermal fluctuations of the mother GPV shape during this process were observed. The solution containing vesicles was placed in the observation chamber immediately after the electroformation of vesicles. A vesicle was chosen and followed during the above described process. The microscope was focused on the chosen vesicle, in particular on the globular part, while an attached video camera recorded it until the protrusion became completely integrated into the mother vesicle. The images of the globular part were digitized at the rate of about one per second. From the binary images the vesicle contour was determined by tracing the inner boundary of the white halo, surrounding the vesicle (Usenik et al., 2011). The coordinates of the contours were calculated relative to
Figure 18.22  Time course of the spontaneous slow shortening of a myelin protrusion from a giant phospholipid vesicle made of POPC in sugar solution. Black arrows point to the protrusion, while white arrows point to the mother vesicle.

the contour centres. An example of a processed vesicle image and the contour obtained are shown in Fig. 18.23.

The shape of a nearly spherical vesicle can be expressed using the expansion into spherical harmonics

\[ R(\theta, \varphi) = R_s \left( 1 + \sum_{\ell=0}^{\ell_{\text{max}}} \sum_{m=-\ell}^{\ell} u_{\ell m} Y_{\ell m}(\theta, \varphi) \right), \tag{18.2} \]

where \( R(\theta, \varphi) \) is the distance from the contour centre to the membrane, \( R_s \) is the effective radius of the mother globule, \( u_{\ell m} \) are Fourier coefficients and \( Y_{\ell m} \) are the normalized spherical harmonics (Abramowitz and Stegun, 1970):

\[ Y_{\ell m}(\theta, \varphi) = N_{\ell m} P_{\ell m}(\cos \theta) e^{i m \varphi}, \tag{18.3} \]

\( P_{\ell m}(\cos \theta) \) are the associated Legendre functions and \( N_{\ell m} \) are the normalization factors:

\[ N_{\ell m} = \sqrt{\frac{(2\ell + 1) \left( \ell - |m| \right)!}{4\pi \left( \ell + |m| \right)!}}, \tag{18.4} \]
The effective radius $R_s$ is introduced in such a way that all the Fourier coefficients $u_{\ell m}$ are small.

The shape of the cross section of the vesicle which is obtained from Eq. (18.2) by taking $\theta = \pi / 2$ is

$$R(\theta = \pi / 2, \varphi) = R_s (1 + \sum_{m=-\ell_{\text{max}}}^{\ell_{\text{max}}} \epsilon^{im\varphi} u_m).$$

(18.5)

The corresponding Fourier coefficients are

$$u_{\ell m} = \sum_{\ell = |m|}^{\ell_{\text{max}}} u_{\ell m} N_{\ell m} P_{\ell m}(0),$$

(18.6)
where

$$P_{\ell m}(0) = 2^{\left| m \right|} \frac{1}{\sqrt{\pi}} \cos \left( \frac{\pi}{2}(\ell + m) \right) \frac{\Gamma(\ell/2 + |m|/2 + 1/2)}{\Gamma(\ell/2 - |m|/2 + 1)}.$$

(18.7)

The Fourier coefficients and the contour centre were obtained by least squares fitting of expression (18.5) to the experimentally obtained contour.

Figure 18.24 shows the time dependence of the averaged square of the Fourier coefficients normalized by the square of the effective radius (A) and of the effective radius of the mother vesicle $R_s$ corresponding to the last stages of the slow spontaneous shortening of the myelin protrusion and its integration with the mother vesicle. The effective radius of the mother vesicle $R_s$ and the Fourier coefficients increase on the average. The contribution of the Fourier coefficients with $(m = 2)$ was the largest, but also coefficients with higher $m$ can be noted. However, the increase of $R_s$ is not monotonic. Rather, a peculiar stepwise pattern of $R_s$ time-dependence can be observed.

The abrupt increase in the effective radius of the mother globule and of the Fourier coefficients are in step (Figs. 18.24A and B) which is in agreement with previous observations of the width of the protrusion necks (Božič et al., 2002). The duration of the steps increased so that a protrusion with three beads is less persistent than a protrusion with two beads, and the latter is less persistent than a protrusion with one bead. The necks connecting four beads were wider than the necks connecting three beads and these were wider than the neck that connects a single bead to the mother vesicle (Božič et al., 2002). The narrower the neck, the longer the persistence of the given number of beads (Fig. 18.24B). The abrupt increase in the effective radius is especially pronounced when the last bead is integrated into the globular part. It was concluded (Štukelj, 2013) that the narrow neck tends to stabilize the shape. This effect is not limited to the neck that connects the protrusion to the mother globule, but is also present in shapes having protrusions with two or three (wider) necks, although it is not so strong.

Within the last two steps (time between 650 s and 800 s and 800 s and 1300 s in Fig. 18.24), the effective radius of the mother globule decreased (Fig. 18.24B). However, the effective radius
Figure 18.24 Time dependence of the average (moving averages over 100 points) square of the Fourier coefficients normalized by the square of the effective radius \( \langle (u_m + u_{-m})^2 / 2R^2 \rangle \) for \( m = 2 \) to \( 8 \) as indicated in panel A; the scale on the ordinate is logarithmic (A). Time dependence of the effective radius of the mother globule \( R_s \) along the same sequence where the shortened and undulating protrusion integrates with the globular part (B). Each point corresponds to one image. (Ștukelj, 2013).
decreased after the protrusion was completely incorporated into the mother globule (times larger than 1300s). It can be expected that the fluctuations immediately after integration of a larger amount of material into the globular part would not be spherically symmetric as the inflow appeared at a certain place where the protrusion was joined to the globular part. After some time the spherically symmetric mode was more or less restored. There may be other reasons for the decrease of $R_s$ such as flow of the membrane and of the contents to and from the protrusion, rearrangement of the phospholipid molecules within the membrane, etc. At this point the observed decrease of $R_s$ within a step remains unexplained.

The shape transformation of SOPC vesicles undergoing a budding transition due to heating was analysed (Döbereiner et al., 1995). It was found that the vesicles change abruptly as temperature $T$ is raised, from a prolate ellipsoidal shape to a shape composed of a spherical mother vesicle and a spherical daughter vesicle connected by a narrow neck (such as in Fig. 18.22F). A similar process was observed in DMPC vesicles (Käs and Sackmann, 1991). It was also observed that in the reverse process in which the vesicles were cooled the neck opened at lower temperature indicating hysteresis (Käs and Sackmann, 1991). The acknowledged theory of membrane isotropic elasticity (Miao et al., 1994) does not offer an explanation for this feature (Döbereiner et al., 1995), but the budding transition was described as a first order transition (Käs and Sackmann, 1991) proceeded by large thermal shape fluctuations and quasi-critical slowing down that was interpreted as fluctuations of a metastable state near its spinodal instability (Döbereiner et al., 1995).

To explain the stability of the neck in a pure phospholipid system, the following mechanism was suggested (Šukelj, 2013). For various reasons (e.g., equilibration of the osmotic pressure, the presence in solution of molecules with particular properties, preferential intercalation of molecules into one of the two layers), the shape of the GPV may change. This change can be such that in some area(s) (e.g., necks) the curvature may become stronger and anisotropic. In order to constitute the membrane at that region, a phospholipid molecule may undergo a conformational change so that that the shape of the molecule becomes strongly anisotropic (in the sense that not all in-plane orientations are energetically equivalent). Such
a molecule may be considered as a seed for an anisotropic inclusion. If the curvature relaxes, the conformational change relaxes too. We may say that such an inclusion is transient. However, if the vesicle fluctuates around the shape with an anisotropic region (e.g., a neck), the phospholipid molecule spends more time in a highly anisotropic state. Due to interaction between the phospholipid molecules, clusters of highly anisotropic membrane inclusions may be formed. The interaction of such an inclusion with the curvature field stabilizes the inclusion, which in turn favours regions with a large difference between the two main curvatures (the neck). Inclusions become orientationally ordered while the formation of the neck is promoted. The observed critical fluctuations may therefore, indicate the vicinity of a phase transition in which a pool of phospholipid molecules that are strongly anisotropic and orientationally ordered is localized around the narrow but finite neck. The change of average mean curvature (presumably due to the change in the number of molecules in the outer membrane layer) is however important in driving the shape over the prolate-pear transition where the probability of the proposed mechanism becomes high.

18.7 Clinical Validation of the Hypothesis of Nanovesiculation Suppression

In clinical studies involving populations of blood donors, it is of interest to determine the strength of the mediating effect of different plasma constituents on the interaction between GPVs, to test for a possible correlation with the amount of native NVs isolated from plasma, and to interpret the results in the light of clinical status.

Platelets represent the major pool of vesiculating cell membranes in healthy subjects (Diamant et al., 2002) as well as in many pathological disorders (Horstman et al., 2004; Jy et al., 1992; Martinez et al., 2005; Warkentin et al., 1994). Because NVs are derived from the budding of platelet membranes, in healthy subjects, a lower platelet concentration would imply a lower plasma NV concentration and relatively uniform values of $f$ within the population. In contrast, an increased number of platelet-derived NVs in
the presence of thrombocytopenia was found in different disorders, such as heparin-induced thrombocytopenia (HIT) (Hughes et al., 2000; Kravitz and Shoenfeld, 2005; Warkentin et al., 1994) and idiopathic thrombocytic purpura (Jy et al., 1992). Similarly, a low concentration of red blood cells and a high concentration of red blood cell-derived NVs were found in a hemolytic anaemias, such as thalassemia (Pattanapanyasat et al., 2004) and sickle-cell anaemia (Shet et al., 2003). In some of these disorders, such as idiopathic thrombocytic purpura (Horstman et al., 1994) and thalassemia (Pattanapanyasat et al., 2004), a strong budding process leading to cell lysis occurs. In these cases, a high NV concentration would be associated with a low number of vesiculating cells. High values of the parameter \( f \) could therefore be a convenient indicator of enhanced cell destruction in cytopenic states due to its enhanced sensitivity: the denominator (NV concentration) is increased and the numerator (vesiculating cell concentration) is decreased, both contributing to the increase of \( f \).

The parameter \( f \) could be an indicator of enhanced platelet activation and destruction in which shedding of NVs in thrombocytic states is associated with hypercoagulability and thrombosis. It is known that HIT patients with severe thrombocytopenia are at increased risk of thrombosis (Lewis et al., 2006) and an increased number of potentially procoagulant platelet-derived NVs were reported in acute HIT patients (Warkentin et al., 1994). Also, the presence of aPL antibodies was correlated with an increased risk of thrombosis in aPL-associated thrombocytopenia patients (Atsumi et al., 2005). As aPL were shown to be involved in platelet activation (Nojima et al., 1999), which could be accompanied by enhanced platelet microvesiculation (Solum, 1999), platelet-derived NVs could be potentially increased in aPL-associated thrombocytopenia. In contrast, thrombocytopenia was not found to be related to the increased risk of thrombosis in APS patients (Krause et al., 2005). It was suggested that circulating NVs isolated from APS patients are mainly endothelium-derived (Combes et al., 1999; Dignat-George et al., 2004).

The ratio \( f \) is a measure of the ability of the platelet membrane to vesiculate, and is smaller, if the mediating effect of plasma, represented by the adhesion angle \( \gamma \) is larger. This is in favour of
the hypothesis that plasma-mediated attractive interaction between membranes could represent a NV-suppression mechanism by preventing the release of NVs from cells. However, in order to obtain a decisive answer, the microvesiculation suppression hypothesis should be tested on different populations involving a larger number of subjects.

18.8 Concentration of Nanovesicles in Isolates from Blood of Patients with Gastrointestinal Diseases

Study of a population of subjects with various gastrointestinal diseases (Janša et al., 2008) brought further evidence in favour of the hypothesis of mediated interaction as a microvesiculation suppression mechanism. To compare patients with diagnosed gastrointestinal cancer with other patients, two groups were formed. The group of patients diagnosed with cancer consisted of 5 patients and the group of patients with other gastrointestinal diseases consisted of 16 patients (for analysis of NVs) or 14 patients (for analysis of the average effective angles of contact between GPVs).

A negative, statistically significant correlation (Pearson coefficient = −0.50, \( p = 0.031 \)) was found between the number of NVs in peripheral blood and the ability of plasma to induce coalescence between membranes represented by the average effective angle of contact between adhering GPVs \( (Y) \). The statistical significance of the correlation was even higher if the number of NVs was calculated with respect to the number of platelets (Pearson coefficient = −0.64, \( p = 0.003 \)).

By comparing patients diagnosed with cancer with patients having other gastrointestinal diseases, a large (140%) and statistically significant \( (p = 0.03) \) difference between groups A and B regarding the number of NVs in peripheral blood was found, while the difference between the two groups regarding the average effective angles of contact between GPVs was smaller than the difference in NVs, but still considerable (20%) and statistically significant \( (p = 0.01) \). Further, statistical analysis yielded a power of 100% for NVs at \( \alpha = 0.05 \) while for the average effective angles of contact, the power at \( \alpha = 0.05 \) was 90%, which is excellent considering that there were
only 5 subjects in group A. On the basis of these results we can conclude that considerable and statistically significant differences in the number of NVs and in the ability of plasma to cause adhesion of membranes are indicated between the two groups. Four out of five patients from group A form a separate group in Fig. 18.25 at large numbers of NVs and small average angles of contact between GPVs. In these patients the disease was well advanced. One patient died two weeks after the blood sample was taken, due to cardiac arrest following coma. The other patient with cancer who had a small number of NVs and a large average effective angle of contact (and with respect to these parameters was indistinguishable from patients from group B), the tumour was smaller and the stage of the disease was described as initial. The large difference in the number of NVs between the group of patients with gastric cancer and the group of patients with other intestinal diseases could therefore be ascribed to the advanced stage of cancer in four out of five patients with cancer. This is in agreement with the results of other authors who found an increased number of NVs in the peripheral blood of patients with gastric cancer with respect to normal controls (Kim, et al., 2003).

The Pearson coefficient representing the strength of the correlation was higher for the parameter $f$ (Fig. 18.25B) than for the NV number (Fig. 18.25A), mostly on account of the patients with diagnosed cancer. In line with the above hypothesis, this indicates that also in these patients platelets represent an important vesiculating pool. Indeed, it was found that an increased number of tissue factor bearing NVs, presumably derived from platelets, were found in the blood of patients with Duke’s D colorectal cancer (Hron et al., 2007).

It has been suggested that tissue factor might be transported to the platelet membrane from monocytes and macrophages by means of NVs (Müller et al., 2003). The tissue factor, an integral membrane protein of the vessel wall and the principal initiator of blood coagulation, was found on circulating NVs (del Conde et al., 2005, 2007; Hron et al., 2007; Müller et al., 2003; Rauch and Antoniak, 2007). It was reported that the tissue factor-bearing NVs originate from lipid rafts of the monocyte or macrophage membrane. The rafts are enriched in tissue factor and cholesterol (del Conde et al., 2005) which indicates the importance of redistribution of membrane
Figure 18.25  Correlation between the number of NVs isolated from blood and the average angle of contact (Y) between GPVs adhering after the addition of plasma from the same blood (α) and the correlation between the number of NVs per number of platelets (parameter f) and the average angle of contact (Y) for the population of patients with gastrointestinal diseases. Reprinted from *Blood Cells, Molecules, and Diseases*, 41(1), Rado Janša, Vid Šuštar, Mojca Frank, Petra Sušanj, Janez Bešter, Mateja Manček-Keber, Mojca Kržan, Aleš Iglič, Number of microvesicles in peripheral blood and ability of plasma to induce adhesion between phospholipid membranes in 19 patients with gastrointestinal diseases, pp. 124–132, Copyright 2008, with permission from Elsevier.

constituents (Kralj-Iglič et al., 1999, 1998) and interactions between membrane constituents (Kralj-Iglič and Veranič, 2007) in the budding process (Hägerstrand et al., 2006).

18.9 Perspectives in the Biophysics of Membranous Nanostructures

Membranous nanostructures were long overlooked due to their small size and fragility. It has now become evident that they play an important role in vital cell processes. They create a communication system that integrates the whole organism and connects it with its surroundings. They underlie epigenetic processes and determine the expression of information contained within genetic material. Revealing the functioning of membranous nanostructures will provide a key to different disorders and help in their prevention and therapy. Theoretical biophysics supported by an experimental approach represents an effective tool in efforts to reach this goal.
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“Nanostructures in Biological Systems is a marvellous scientific appraisal of the state of the art of membrane biophysics. By building a strong bridge between physics and biological sciences, the authors succeed in accomplishing something that is exceptionally rare in scientific literature. Enjoy to be introduced into the wonder world of biological surfaces and experience their continuous conversions, such as in the fusion of lipid vesicles or as observed in direct cell-to-cell communication.”

Prof. Michael Rappolt
University of Leeds, UK

“Nanostructures in Biological Systems will become a cornerstone reference for membrane biophysicists. It covers the gap between two scientific worlds: one originating from physics, focusing on model membrane systems with controlled composition and environment, and the second from biology, working with membranes from living cells. It introduces the readers to the complex but fascinating study of natural or model membrane systems and is a wonderful opportunity for both communities working in biophysics. They will gain a common knowledge in a field where interdisciplinarity should be highly valuable.”

Prof. Philippe Méleard
ENSC-Rennes, France

This book is a survey on the theoretical as well as experimental results on nanostructures in biological systems. It shows how a unifying approach starting from single-particle energy, deriving free energy of the system and determining the equilibrium by minimizing the free energy, can be applied to describe electrical and elastic phenomena. It helps the readers to use this basic, transparent, and simple approach to develop additional new systems and interactions and describes the theoretical and experimental aspects together so that they support each other in broadening the knowledge on biological systems. It suggests potential use of this knowledge in clinically relevant phenomena such as hemostasis, inflammation, and spreading of cancer and describes some applications in nanotoxicology, such as the interactions between biological membranes and inorganic nanostructures.
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